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Abstract

Considerable interest in this article is to introduce the sequence space ĉf(r,s) derived by generalized
difference Fibonacci matrix in which r, s ∈ R \ {0}, also to discuss and compare with some well-
known spaces defined previously. In addition to those, after demonstrating that the spaces ĉf(r,s)

and ĉ are linearly isomorphic, we have determined the β− and γ−duals of space ĉf(r,s) and have
characterized some matrix classes on this space. As a conclusion, we have also found out that the
space has not a Schauder basis. Lastly, we have presented the Fibonacci core of a complex-valued
sequence and deal with inclusion theorems with respect to Fibonacci core type.

Keywords: Sequence spaces, almost convergence, Fibonacci matrix, β-dual, matrix transformations,
core theorems.
2010 Mathematics Subject Classification: 46A45; 40A05; 46A35.

1 Introduction
By w, we denote the space of all real or complex-valued sequences x = (xk). Any vector subspace
of w is called a sequence space. As usual, we write c0, c and l∞ denote the sets of sequences that
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are convergent to zero, convergent and bounded, respectively. In addition to these, the symbols bs
and cs are known the spaces of all bounded and convergent series, respectively.

The almost convergence has fundamental importance for this article. So, the concept is stated in
this paragraph. The class ĉ of almost convergent sequences was introduced by G.G. Lorentz [1],
using the idea of the Banach limits. A Banach limit L is defined on `∞, as a non–negative linear
functional, such that L(ϕx) = L(x) and L(e) = 1, where ϕ is shift operator and e = (1, 1, · · · , 1 · · · ).
The existence of Banach limits was proven by Banach [2] in his book. A sequence x = (xk) ∈ `∞ is
known to be almost convergent to the generalized limit α if all Banach limits of x is α [1], and denoted
by ĉ− lim xk = α. Let ϕj be the composition of ϕ with itself j times and define tmn(x) for a sequence
x = (xk) by

tmn(x) :=
1

m+ 1

m∑
j=0

ϕjn(x) for all m,n ∈ N.

Lorentz [1] proved that ĉ− lim xk = α iff limm→∞ tmn(x) = α, uniformly in n. It is well–known that a
convergent sequence is almost convergent such that its ordinary and generalized limits are equal. As
mentioned in the above, by ĉ0 and ĉ, we denote the space of all almost null and almost convergent
sequences, that is

ĉ0 :=

{
x = (xk) ∈ `∞ : lim

m→∞

m∑
k=0

xn+k
m+ 1

= 0 uniformly in n

}
,

ĉ :=

{
x = (xk) ∈ `∞ : ∃α ∈ C 3 lim

m→∞

m∑
k=0

xn+k
m+ 1

= α uniformly in n

}
.

It is known that ĉ is a Banach space with the norm [3]

‖x‖ĉ = sup
m,n∈N

∣∣∣∣∣
m∑
j=0

xn+k
m+ 1

∣∣∣∣∣ .
Another notion we need is that of matrix transformation. For this reason, in this paragraph, we shall
be concerned with matrix transformation from a sequence space X to a sequence space Y . Given
any infinite matrix A = (ank) of real numbers ank, where n, k ∈ N, any sequence x, we write
Ax =

(
(Ax)n

)
, the A-transform of x, if (Ax)n =

∑
k ankxk converges for each n ∈ N. For simplicity

in notation, here and in what follows, the summation without limits runs from 0 to∞. If x ∈ X implies
that Ax ∈ Y then we say that A defines a matrix mapping from X into Y and denote it by A : X → Y .
By (X : Y ), we mean the class of all infinite matrices such that A : X → Y .

When X and Y have limits X − lim and Y − lim, respectively, and for all x ∈ X, A ∈ (X : Y )
and Y − limnAn(x) = X − limk xk is valid; we have the right to say that A regularly maps X into Y
and also shown it as A ∈ (X : Y )reg.

A matrix A = (ank) is called a triangle if ank = 0 for k > n and ann 6= 0 for all n ∈ N. It is
trivial that A(Bx) = (AB)x holds for the triangle matrices A, B and a sequence x. Further, a triangle
U uniquely has an inverse U−1 = V that is also a triangle matrix. Then, x = U(V x) = V (Ux) holds
for all x ∈ ω.

For an arbitrary sequence space µ, µA is known the domain an infinite matrix A as

µA = {x = xk ∈ ω : Ax ∈ µ} .

Since µA is a linear subspace of the space w of all real or complex-valued sequences, it is also a
sequence space. In recent years, the approach to construct a new sequence space by means of the
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matrix domain of a particular triangle has been used by some of the writers in many research articles
[4, 5, 6, 7, 8]. For an overview of the literature on new almost convergent sequence space, see
[9, 10, 11, 12] and the references therein. Since we are motivated by the references, especially the
spaces ĉRt , ĉC , ĉB(r,s), and ĉB(r̃,s̃) have been studied in [9, 10, 11, 12], respectively, where Rt is the
Riesz mean, C is the Cesàro matrix of order one, B(r, s) = {bnk(r, s)} and B(r̃, s̃) = {bnk(rn, sn)}
are the generalized difference matrix and double sequential band matrix, respectively defined by

bnk(r, s) =


r , k = n,
s , k = n− 1,
0 , otherwise

bnk(r̃, s̃) =


rn , k = n,
sn , k = n− 1,
0 , otherwise

for all k, n ∈ N, where r, s ∈ R\{0} and r̃ = (rn)∞n=0 and s̃ = (sn)∞n=0 be given convergent sequences
of positive real numbers.

In recent years, Kara and Elmaağaç [13] defined and examined u−difference almost sequence space
ĉu = (ĉ)Au , where Au = (aunk) denote u−difference matrix. To write in a more clear way,

aunk =

{
(−1)n−kuk , n− 1 ≤ k ≤ n,

0 , 0 ≤ k < n− 1 or k > n

for all k, n ∈ N. Purely for the development of almost convergence and some generalizations, the
excellent results [14, 15, 16, 17, 18, 19, 20, 21, 22, 23], are recommended.

The plan of the present paper is organized as follows. After collecting all the necessary definitions
and results, we have firstly introduced new sequence space ĉf(r,s) under the domain of the matrix
F̂ (r, s), constituted by using Fibonacci sequences and non-zero real numbers r and s, of ĉ previously
defined. Later, we give some inclusion theorems and demonstrate that ĉf(r,s) is linearly isomorphic
to the space ĉ. As a conclusion, we also show that the newly defined space has not a Schauder
basis and determine the β− and γ−duals of the space ĉf(r,s) and characterize the classes of infinite
matrices related to sequence space ĉf(r,s). In the last section, we have defined BF̂ (r,s) − core of a
sequence and characterized certain class of matrices for which BF̂ (r,s) − core(Ax) ⊆ K − core(x),
K− core(Ax) ⊆ BF̂ (r,s)− core(x), BF̂ (r,s)− core(Ax) ⊆ BF̂ (r,s)− core(x) and BF̂ (r,s)− core(Ax) ⊆
st− core(x) for all x ∈ `∞.

2 The Sequence Space ĉf(r,s) Derived by the Domain of the
Matrix F̂ (r, s)

In this subsection, before stating the new almost sequence space derived generalized difference
matrix which established both Fibonacci sequences and r, s ∈ R,we present some historical information
about Fibonacci sequences. In 1202, the Fibonacci numbers first came out in the book ”Liber Abaci”,
which means ”The Book of Calculation” among the first western books was a historic book on
arithmetic written by Leonardo of Pisa, commonly known as Fibonacci. There are many ways to
introduce the Fibonacci sequence, each of which is an equivalent way of defining the same thing.
Here, let us explain this concept. A numeric sequence is a set of ordered numbers generated by
well-defined algorithm. The easiest method of generating a number sequence is to use one or two
kernel values and an suitable recursive equation. One of the most well-known number sequence is
Fibonacci sequence. This sequence is obtained by the following recursive formula

fn = fn−1 + fn−2 with n ≥ 2.

That is, each term in the sequence is equal to the sum of the previous two terms. This sequence
requires the kernel values f0 and f1. Throughout our study, we will take f0 and f1 as 1.
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Now, we are taking a look at some of the famous properties such as Golden Ratio, and Cassini
formula of the Fibonacci sequence [24].

lim
n→∞

fn+1

fn
=

1 +
√

5

2
= ϕ (Golden Ratio),

n∑
k=0

fk = fn+2 − 1 for each n ∈ N,

∑
k

1

fk
converges,

fn−1fn+1 − f2
n = (−1)n+1 for all n ≥ 1 (Cassini Formula).

It can easily be derived by replacing fn+1 in Cassini’s formula namely f2
n−1 +fnfn−1−f2

n = (−1)n+1.

Many authors used the Fibonacci numbers to establish a sequence space. In particular, we would
like to mentioned certain results. Kara [25] defined the sequence space `p(F̂ ) as follows:

`p(F̂ ) =
{
x ∈ ω : F̂ x ∈ `p

}
, (1 ≤ p ≤ ∞),

where F̂ = (f̂nk) is the double band matrix defined by the sequence (fn) of Fibonacci numbers as
follows

f̂nk =


− fn+1

fn
, k = n− 1,

fn
fn+1

, k = n,

0 , 0 ≤ k < n− 1 or k > n

for all k, n ∈ N. Also, Kara et al. [26] characterized some classes of compact operators on the
spaces `p(F̂ ) and `∞(F̂ ), where 1 ≤ p < ∞. Furthermore, the sequence spaces λ(F̂ ) and µ(F̂ , p)
are studied by Başarır et al. [27], and Kara and Demiriz [28], respectively, where λ ∈ {c0, c} and
µ ∈ {c0, c, `∞}. Recently, Candan [29] has introduced the sequence spaces c0(F̂ (r, s)) and c(F̂ (r, s))

after then, Candan and Kara [30] have examined the space `p(F̂ (r, s)) in which 1 ≤ p ≤ ∞ and the
matrix F̂ (r, s) = (f̂nk(r, s)) constituted by using Fibonacci sequences and non-zero real numbers r
and s, i.e.,

f̂nk(r, s) =


s
fn+1

fn
, k = n− 1,

r fn
fn+1

, k = n,

0 , 0 ≤ k < n− 1 or k > n.

Now, we define the sequence space ĉf(r,s) and give an isomorphism between the spaces ĉf(r,s)

and ĉ respectively. Later, we determine the β−dual of the space ĉf(r,s).

We introduce the sequence space ĉf(r,s) as the set of all sequence whose F̂ (r, s) transforms are
in the space ĉ, that is

ĉf(r,s) =

{
x = xk ∈ `∞ : ∃α ∈ C 3 lim

m→∞

m∑
j=0

yn+j
m+ 1

= α uniformly in n

}
,

where y = (yn) is the F̂ (r, s)-transform of a sequence x = (xn), i.e.,

yn = F̂ (r, s)n(x) =

{
rx0 , n = 0,

r fn
fn+1

xn + s
fn+1

fn
xn−1 , n ≥ 1

. (2.1)
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It is clear that the space ĉf(r,s) can be redefined as

ĉf(r,s) = ĉF̂ (r,s).

When α = 0, we will particularly denote the space ĉf(r,s) by symbol ĉf(r,s)0 .

We should state here that the matrix F̂ (r, s) can be reduced to the matrix F̂ in case r = 1 and
s = −1. Therefore, the results related to the space ĉf(r,s) are more general and more comprehensive
than the corresponding consequences of the space ĉf more recently defined by Demiriz et al. in [31].

For our later use we recall the following two lemmas here.

Lemma 2.1. [32] An infinite matrix A = (ank) transforms each almost convergent sequence into an
almost convergent sequence if and only if

‖A‖ = sup
n∈N

∑
k

|ank| <∞

ĉ− lim
n→∞

∑
k

ank = α

ĉ− lim
n→∞

ank = αk for each k ∈ N

lim
q→∞

∑
k

1

q + 1

∣∣∣∣∣
q∑
i=0

(an+i,k−1 − αk−1 + αk − an+i,k)

∣∣∣∣∣ = 0 uniformly in n.

Lemma 2.2. [33] A = (ank) ∈ (ĉ : `∞) if and only if ‖A‖ <∞ holds.

Theorem 2.3. The sequence spaces ĉf(r,s)0 and ĉf(r,s) strictly include the spaces ĉ0 and ĉ, respectively.

Proof. Since the matrix F̂ (r, s) satisfies the conditions of Lemma 2.1, it belongs to the class (ĉ : ĉ).
So, F̂ (r, s)x ∈ ĉ0 or F̂ (r, s)x ∈ ĉ whenever x ∈ ĉ0 or x ∈ ĉ which shows that the inclusions ĉ0 ⊂ ĉf(r,s)0

and ĉ ⊂ ĉf(r,s) hold.

Let us define the sequence (kn) =
(

(−s)nf2(n+1)

rn+1

)
for all n ∈ N. If λ ∈ {ĉ0, ĉ}, then F̂ (r, s)(kn) =

(1, 0, · · · , 0, · · · ) = e0 ∈ λ. Hence, (kn) ∈ λF̂ (r,s) \ λ. This means that the inclusions ĉ0 ⊂ ĉf(r,s)0 and
ĉ ⊂ ĉf(r,s) are strict.

Theorem 2.4. If |s/r| < 1/4 then the inclusions ĉf(r,s)0 ⊂ `∞ and ĉf(r,s) ⊂ `∞ strictly hold.

Proof. To verify the validity of the inclusion ĉf(r,s) ⊂ `∞, let us assume that |s/r| < 1/4 and take
an arbitrary x ∈ ĉf(r,s). Then, y = F̂ (r, s)x ∈ ĉ ⊂ `∞. The inverse matrix F̂−1(r, s) satisfies the
condition of Lemma 2.2, indeed

‖A‖ = sup
n∈N

∑
k

∣∣f−1
nk (r, s)

∣∣ ≤ 1

infn∈N
rfn
fn+1

∑
k

supn∈N sfn+2

fn+1

infn∈N
rfn
fn+1

k

≤ 2

r

∑
k

(
4s

r

)k
<∞,

it belongs to the class (ĉ : `∞) by virtue of assumption. So, x = F−1(r, s)y ∈ `∞. Hence, the
inclusion ĉf(r,s) ⊂ `∞ holds.

Let |s/r| ≥ 1/4. Let us consider the bounded sequence u = (uk) defined by u = (0, . . . , 0, 1, . . . , 1,
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0, . . . , 0, 1, . . . , 1, . . .), where the blocks 0’s are increasing by factors of 100 and the blocks of 1’s are
increasing by factors of 10 (cf. Miller and Orhan [34]). Then, the sequence F̂ (r, s)u is not almost
convergent. This shows that u ∈ `∞ \ ĉf(r,s) which means that the inclusion ĉf(r,s) ⊂ `∞ strictly
holds.

One can show by analogy that the inclusion ĉf(r,s)0 ⊂ `∞ strictly holds. So, we omit the detail.

Now, we may give following theorem concerning the isomorphism between the spaces ĉf(r,s) and
ĉ.

Theorem 2.5. The sequence space ĉf(r,s) is linearly isomorphic to the space ĉ, that is, ĉf(r,s) ∼= ĉ.

Proof. Before we embark in proving the theorem, we need to be sure the transformation L exists
between the spaces ĉf(r,s) and ĉ. For this purpose, let us take the transformation L mentioned above,
with the help of the notation of (2.1) from the space ĉf(r,s) to the space ĉ by x 7−→ y = Lx = F̂ (r, s)x.
Since it is clear to show that both L is linear and injective, we omit the details.

To prove that the transformation L is surjective, we firstly consider an arbitrary sequence y = (yk) ∈ ĉ
and later obtain the following sequence x = (xk) using the inverse matrix F̂−1(r, s) as follows

xk = {F̂−1(r, s)y}k =

k∑
j=0

1

r

(−s
r

)k−j f2
k+1

fjfj+1
yj (2.2)

for all k ∈ N. When we use the sequence (xk) derived only just come out, we easily get

r
fk
fk+1

xk + s
fk+1

fk
xk−1 = r

fk
fk+1

k∑
j=0

1

r

(−s
r

)k−j f2
k+1

fjfj+1
yj

+ s
fk+1

fk

k−1∑
j=0

1

r

(−s
r

)k−j−1 f2
k

fjfj+1
yj = yk

for all k ∈ N which results in the fact that

lim
m→∞

m∑
j=0

r
fk+j

fk+1+j
xk+j + s

fk+1+j

fk+j
xk−1+j

m+ 1
= lim
m→∞

1

m+ 1

m∑
j=0

yk+j uniformly in k

= ĉ− lim yk.

This briefly tells us that x = (xk) ∈ ĉf(r,s). Namely L is surjective. As a conclusion, L is a linear
bijection, which means that the spaces ĉf(r,s) and ĉ are linearly isomorphic. This marks the end of
the proof.

We now collect some elementary important facts related to Schauder bases which will be used
in the proof of the next corollary.

Remark 2.6. [35, Remark 2.4] The matrix domain µA of a linear metric sequence space µ has a
basis iff µ has a basis.

Lemma 2.7. [11, Corollarry 3.3] The Banach space ĉ has no Schauder basis.

Corollary 2.8. The space ĉf(r,s) has no Schauder basis.
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Proof. The proof can easily be obtained from Remark 2.6 using the fact that not only the matrix
F̂ (r, s) is a triangle but also the space ĉ has not got a Schauder basis in view of Lemma 2.7.

In this paragraph, let us firstly define S(λ, µ) multiplier space of any sequence spaces λ and µ. If
λ, µ ⊂ w and z arbitrary sequence, we can write

z−1 ∗ λ = {x = (xk) ∈ w : xz ∈ λ}

and

S(λ, µ) = ∩x∈λx−1 ∗ µ.

We then go on define α−, β− and γ− duals of an arbitrary space λ. If we choose µ = `1, cs and bs,
then we obtain the α−, β− and γ− duals of the space λ, respectively as

λα = S(λ, `1) = {a = (ak) ∈ w : ax = (akxk) ∈ `1 for all x ∈ λ}

λβ = S(λ, cs) = {a = (ak) ∈ w : ax = (akxk) ∈ cs for all x ∈ λ}

λγ = S(λ, bs) = {a = (ak) ∈ w : ax = (akxk) ∈ bs for all x ∈ λ}.

The following lemma is essential to compute β−dual of the space ĉf(r,s).

Lemma 2.9. [36] A = (ank) ∈ (ĉ : c) if and only if there are αk, α ∈ C such that

lim
n→∞

ank = αk for each k ∈ N, (2.3)

lim
n→∞

∑
k

ank = α, (2.4)

lim
n→∞

∑
k

|∆ (ank − αk)| = 0, (2.5)

sup
n∈N

∑
k

|ank| <∞, (2.6)

where ∆ (ank − αk) = (ank − αk)− (an,k+1 − αk+1) (n, k ∈ N).

Theorem 2.10. Define the sets d1(r, s), d2(r, s), d3(r, s), d4(r, s) and d5(r, s) by

d1(r, s) =

a = (αk) ∈ ω : lim
n→∞

n∑
j=k

1

r

(−s
r

)j−k f2
j+1

fkfk+1
aj exists

 ,

d2(r, s) =

a = (αk) ∈ ω : lim
n→∞

n∑
k=0

 n∑
j=k

1

r

(−s
r

)j−k f2
j+1

fkfk+1
aj

 exists

 ,

d3(r, s) =

{
a = (αk) ∈ ω : lim

n→∞

n∑
k=0

∣∣∣∣∣
∞∑

i=k+1

1

r

(−s
r

)j−k f2
i+1

fkfk+1
ai

∣∣∣∣∣ = 0

}
,

d4(r, s) =

{
a = (ak) ∈ ω : lim

n→∞

∞∑
k=n+1

|%(r, s, fk, fk+1, fk+2, ak)| = 0

}
,
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where

%(r, s, fk, fk+1, fk+2, ak) = r
fk
fk+1

ak +

(
1 +

rfk
sfk+2

) ∞∑
i=k+1

1

r

(−s
r

)k−j f2
i+1

fkfk+1
ai

and

d5(r, s) =

a = (αk) ∈ ω : sup
n∈N

n∑
k=0

∣∣∣∣∣∣
n∑
j=k

1

r

(−s
r

)j−k f2
j+1

fkfk+1
aj

∣∣∣∣∣∣ <∞
 .

Then, {
ĉf
}β

= ∩5
i=1di(r, s).

Proof. Although the technical details are somewhat involved, the idea of the proof is quite simple,
however, the treatment of the details given here. Consider an arbitrary sequence a = (ak) ∈ ω. In
that case, we get the following equalities with the help of (2.2)

n∑
k=0

akxk =

n∑
k=0

ak

(
k∑
j=0

1

r

(−s
r

)k−j f2
k+1

fjfj+1
yj

)

=

n∑
k=0

 n∑
j=k

1

r

(−s
r

)j−k f2
j+1

fkfk+1
aj

 yk (2.7)

= En(y),

for all n ∈ N, where E = (enk) is defined by

enk =


n∑
j=k

1
r

(−s
r

)j−k f2j+1

fkfk+1
aj (0 ≤ k ≤ n)

0 (k > n)
; n, k ∈ N.

Then, it is easily observed from the approach we followed above i.e., from (2.7) that ax = (akxk) ∈ cs
whenever x = (xk) ∈ ĉf(r,s) iff Ey ∈ c whenever y = (yk) ∈ ĉ. Thus, we obtain from Lemma 2.9
that ax = (akxk) ∈ cs whenever x = (xk) ∈ ĉf(r,s) iff a = (ak) ∈ ∩5

i=1di(r, s). This gives that{
cf
}β

= ∩5
i=1di(r, s). In fact, this is exactly what we want to prove.

Theorem 2.11. The γ−dual of the space ĉf(r,s) is the set d5(r, s).

Proof. The basic idea of the proof is the same as in the way of Theorem 2.10. The only difference is
put the space of all bounded series bs instead of the space of all convergent series cs.

3 Some Matrix Transformations Related to the Sequence
Space ĉf(r,s)

In this section, the study will be focused on the characterize the matrix transformations from ĉf(r,s)

into any given sequence space X and from a given sequence space X into ĉf(r,s).

For the sake of simplicity, here and in what follows, we will write that

ãnk =

∞∑
j=k

1

r

(−s
r

)j−k f2
j+1

fkfk+1
anj ,
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ānk = r
fn
fn+1

ank + s
fn+1

fn
an−1,k,

a (n, k) =

n∑
j=0

ajk

and

a (n, k,m) =
1

m+ 1

m∑
j=0

an+j,k (m ∈ N)

for all k, n ∈ N. As ĉf(r,s) ∼= ĉ, it is obvious that the equivalence “x ∈ ĉf(r,s) if and only if y ∈ ĉ” holds.

Now, let us state the following two theorems to determine matrix classes on the space ĉf(r,s).

Theorem 3.1. Suppose that the entries of the infinite matrices A = (ank) and T = (tnk) are
connected with the relation

tnk = ãnk (3.1)

for all k, n ∈ N andX be any given sequence space. Then, A ∈
(
ĉf(r,s) : X

)
if and only if {ank}k∈N ∈{

ĉf(r,s)
}β

for all n ∈ N and T ∈ (ĉ : X).

Proof. First of all, we know that the spaces ĉf(r,s) and ĉ are linearly isomorphic from Theorem 2.5.
In order to prove the theorem, we will follow the same analysis employed before Başar and Kirişçi
[11]. To do this, let us suppose that both X be a sequence space and condition (3.1) is valid for the
matrices A = (ank) and T = (tnk).

In proving necessity, we assume that A ∈
(
ĉf(r,s) : X

)
and take any sequence y = (yk) ∈ ĉ. Under

these assumptions, it is clear that T F̂ (r, s) exist and {ank}k∈N ∈ ∩
5
i=1di So, {tnk}k∈N ∈ `1 for each

n ∈ N. In that case, Ty exist and we easily get∑
k

tnkyk =
∑
k

ankxk for all n ∈ N

when on account of condition (3.1) . Newly obtained formula says us Ty = Ax, which clearly indicates
that T ∈ (ĉ : Y ).

The arguments we use in proving sufficiency are {ank}k∈N ∈
{
ĉf(r,s)

}β
for all n ∈ N and T ∈ (ĉ : X)

and a taken sequence x = (xk) ∈ ĉf(r,s). By our assumption, clearly Ax exists. Using a simple
calculus, we can derive the following equality

m∑
k=0

ankxk =

m∑
k=0

 m∑
j=k

1

r

(−s
r

)j−k f2
j+1

fkfk+1
anj

 yk for all n ∈ N.

By passing to limit as m→∞ it is seen that Ty = Ax and this illustrates that A ∈
(
ĉf(r,s) : X

)
.

In fact, this is exactly what we want to prove.

Theorem 3.2. Suppose that the entries of the infinite matrices A = (ank) and R = (rnk) are
connected with the relation rnk = ānk for all k, n ∈ N and X be given sequence space. Then,
A ∈

(
X : ĉf(r,s)

)
if and only if R ∈ (X : ĉ).
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Proof. Let us take any sequence x = (xk) ∈ X and we deal with the following equalities{
F̂ (Ax)

}
n

= r
fn
fn+1

(Ax)n + s
fn+1

fn
(Ax)n−1

= r
fn
fn+1

∑
k

ankxk + s
fn+1

fn

∑
k

an−1,kxk

=
∑
k

(
r
fn
fn+1

ank + s
fn+1

fn
an−1,k

)
xk = (Rx)n

for all n ∈ N, from elementary calculus. By passing to generalized limit in newly obtained formula. It
is not hard to say that Ax ∈ ĉf(r,s) if and only if Rx ∈ ĉ. This completes the proof.

Now, we give the following conditions:

sup
n∈N

∑
k

|∆ank| <∞, (3.2)

lim
k→∞

ank = 0 for each fixed n ∈ N, (3.3)

ĉ− lim ank = αk exists for each fixed k ∈ N, (3.4)

lim
m→∞

∑
k

|a (n, k,m)− αk| = 0 uniformly in n, (3.5)

ĉ− lim
∑
k

ank = α, (3.6)

lim
m→∞

∑
k

|∆ [a (n, k,m)− αk]| = 0 uniformly in n, (3.7)

lim
q→∞

∑
k

1

q + 1

∣∣∣∣∣
q∑
i=0

∆ [a (n+ i, k)− αk]

∣∣∣∣∣ = 0 uniformly in n, (3.8)

sup
n∈N

∑
k

|a (n, k)| <∞, (3.9)

∑
n

ank = αk for each fixed n ∈ N, (3.10)

∑
n

∑
k

ank = α, (3.11)

lim
n→∞

∑
k

|∆ [a (n, k)− αk]| = 0. (3.12)

Since it will help very much in the implementation process, let us state the previously obtained results
related to almost convergence as a Lemma.

Lemma 3.3. [11] Let A = (ank) be an infinite matrix. Then, the following statements hold:
(i) A = (ank) ∈ (ĉ : `∞) if and only if (2.6) holds.
(ii) A = (ank) ∈ (`∞ : ĉ) if and only if (2.6), (3.4) and (3.5) hold.
(iii) A = (ank) ∈ (ĉ : ĉ) if and only if (2.6), (3.4), (3.6) and (3.7) hold.
(iv) A = (ank) ∈ (c : ĉ) if and only if (2.6), (3.4) and (3.6) hold.
(v) A = (ank) ∈ (bs : ĉ) if and only if (3.2), (3.3), (3.4) and (3.8) hold.
(vi) A = (ank) ∈ (cs : ĉ) if and only if (3.2) and (3.4) hold.
(vii) A = (ank) ∈ (ĉ : cs) if and only if (3.9)− (3.12) hold.
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Later, using Theorems 3.1 and 3.2 with together with Lemmas 2.4 and 3.3 will results in the
following corollaries.

Corollary 3.4. The following statements hold:

(i) A = (ank) ∈
(
ĉf(r,s) : `∞

)
if and only if {ank}k∈N ∈

{
ĉf(r,s)

}β
for all n ∈ N and (2.6) hold

with ãnk instead of ank.

(ii) A = (ank) ∈
(
ĉf(r,s) : c

)
if and only if {ank}k∈N ∈

{
ĉf(r,s)

}β
for all n ∈ N and (2.3) − (2.6)

hold with ãnk instead of ank.

(iii) A = (ank) ∈
(
ĉf(r,s) : ĉ

)
if and only if {ank}k∈N ∈

{
ĉf(r,s)

}β
for all n ∈ N and (2.6), (3.4),

(3.6) and (3.7) hold with ãnk instead of ank.

(iv) A = (ank) ∈
(
ĉf(r,s) : bs

)
if and only if {ank}k∈N ∈

{
ĉf(r,s)

}β
for all n ∈ N and (3.9) holds.

(v) A = (ank) ∈
(
ĉf(r,s) : cs

)
if and only if {ank}k∈N ∈

{
ĉf(r,s)

}β
for all n ∈ N and (3.9)− (3.12)

hold with ãnk instead of ank.

Corollary 3.5. The following statements hold:
(i) A = (ank) ∈

(
`∞ : ĉf(r,s)

)
if and only if (2.6), (3.4) and (3.5) hold with ānk instead of ank.

(ii) A = (ank) ∈
(
c : ĉf(r,s)

)
if and only if (2.6), (3.4) and (3.6) hold with ānk instead of ank.

(iii) A = (ank) ∈
(
ĉ : ĉf(r,s)

)
if and only if (2.6), (3.4), (3.6) and (3.7) hold with ānk instead of

ank.

(iv) A = (ank) ∈
(
bs : ĉf(r,s)

)
if and only if (3.2), (3.3), (3.4) and (3.8) hold with ānk instead of

ank.

(v) A = (ank) ∈
(
cs : ĉf(r,s)

)
if and only if (3.2) and (3.4) hold with ānk instead of ank.

4 Core Theorems

Let x = (xk) be a sequence in C, the set of all complex numbers, and Rk be the least convex closed
region of complex plane containing xk, xk+1, xk+2, . . .. The Knopp Core (or K − core) of x is defined
by the intersection of all Rk (k=1,2,. . . ), (see [37], pp.137). In [38], it is shown that

K − core(x) =
⋂
z∈C

Bx(z)

for any bounded sequence x, where Bx(z) =
{
w ∈ C : |w − z| ≤ lim supk |xk − z|

}
.

Let E be a subset of N. The natural density δ of E is defined by

δ(E) = lim
n

1

n
|{k ≤ n : k ∈ E}|

where |{k ≤ n : k ∈ E}| denotes the number of elements of E not exceeding n. A sequence x = (xk)
is said to be statistically convergent to a number l, if δ({k : |xk − l| ≥ ε}) = 0 for every ε. In this
case we write st− limx = l, [39]. By st we denote the space of all statistically convergent sequences.

In [40], the notion of the statistical core (or st − core) of a complex valued sequence has been
introduced by Fridy and Orhan and it is shown for a statistically bounded sequence x that

st− core(x) =
⋂
z∈C

Cx(z),
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where Cx(z) =
{
w ∈ C : |w − z| ≤ st− lim supk |xk − z|

}
. The core theorems have been studied by

many authors. For instance see [41, 42, 43, 44, 45, 46] and the others.
Using the convergence domain of the matrix F̂ (r, s) = (fnk(r, s)), the new sequence spaces c0(F̂ (r, s))

and c(F̂ (r, s)) have been constructed and their some properties have been investigated by Candan
[29]. In this section we will consider the sequences with complex entries and by `∞(C) denote the
space of all bounded complex valued sequences.

Following Knopp, a core theorem is characterized a class of matrices for which the core of the
transformed sequence is included by the core of the original sequence. For example Knopp Core
Theorem [37, p. 138] states that K − core(Ax) ⊆ K − core(x) for all real valued sequences x
whenever A is a positive matrix in the class (c : c)reg.

Here, we will defineBF̂ (r,s)-core of a complex valued sequence and characterize the class of matrices
to yield BF̂ (r,s) − core(Ax) ⊆ K− core(x), K− core(Ax) ⊆ BF̂ (r,s) − core(x), BF̂ (r,s) − core(Ax) ⊆
BF̂ (r,s) − core(x) and BF̂ (r,s) − core(Ax) ⊆ st− core(x) for all x ∈ `∞.

Now, let us write

tmn(x) =
1

m+ 1

m∑
j=0

(
r
fn+j
fn+1+j

xn+j + s
fn+1+j

fn+j
xn−1+j

)
.

Then, we can define BF̂ (r,s) − core of a complex sequence as follows:

Definition 4.1. Let Hn be the least closed convex hull containing tmn(x), tm+1,n(x), tm+2,n(x), ....
Then, BF̂ (r,s) − core of x is the intersection of all Hn, i.e.,

BF̂ (r,s) − core(x) =

∞⋂
n=1

Hn.

Note that, actually, we define BF̂ (r,s) − core of x by the K − core of the sequence (tmn(x)).
Hence, we can construct the following theorem which is an analogue of K − core, [38].

Theorem 4.2. For any z ∈ C, let

Gx(z) =

{
ω ∈ C : |ω − z| ≤ lim sup

m→∞
sup
n∈N
|tmn(x)− z|

}
.

Then, for any x ∈ `∞,
BF̂ (r,s) − core(x) =

⋂
z∈C

Gx(z).

Now, we prove some lemmas which will be useful to the main results of this section. To do these,
we need to characterize the classes (c : ĉf(r,s))reg and (st ∩ `∞ : ĉf(r,s))reg. For brevity, in what
follows we write ã(m,n, k) in place of

1

m+ 1

m∑
j=0

(
r
fn+j
fn+1+j

an+j,k + s
fn+1+j

fn+j
an−1+j,k

)
for all m,n, k ∈ N.

Lemma 4.3. A ∈ (`∞ : ĉf(r,s)) if and only if

‖A‖ = sup
m,n

∑
k

|ã(m,n, k)| <∞, (4.1)

lim
m→∞

ã(m,n, k) = αk for each k, (4.2)
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lim
m→∞

∑
k

|ã(m,n, k)− αk| = 0, uniformly in n. (4.3)

Lemma 4.4. A ∈ (c : ĉf(r,s))reg if and only if (4.1) and (4.2) of the Lemma 4.3 hold with αk = 0 for
all k ∈ N and

lim
m→∞

∑
k

ã(m,n, k) = 1 uniformly in n. (4.5)

Lemma 4.5. A ∈ (st ∩ `∞ : ĉf(r,s))reg if and only if A ∈ (c : ĉf(r,s))reg and

lim
m→∞

∑
k∈E

|ã(m,n, k)| = 0 uniformly in n (4.6)

for every E ⊂ N with natural density zero.

Proof. Let A ∈ (st ∩ `∞ : ĉf(r,s))reg. Then A ∈ (c : ĉf(r,s))reg immediately follows from the fact that

c ⊂ st ∩ `∞. Now, define a sequence t = (tk) for x ∈ `∞ as tk =

{
xk, k ∈ E
0, k /∈ E. where E any

subset of N with δ(E) = 0. Then, st− lim tn = 0 and t ∈ st0, so we have At ∈ ĉ0f(r,s). On the other

hand, since (At)n =
∑
k∈E anktk, the matrix B = (bnk) defined by bnk =

{
ank, k ∈ E
0, k /∈ E. for all n,

must belong to the class (`∞ : ĉ0
f(r,s)). Hence, the necessity of (4.6) follows from Lemma 4.3.

Conversely, let x ∈ st∩ `∞ with st− limx = l. Then, the set E defined by E = {k : |xk − l| ≥ ε} has
density zero and |xk − l| ≤ ε if k /∈ E. Now, we can write∑

k

ã(m,n, k)xk =
∑
k

ã(m,n, k)(xk − l) + l
∑
k

ã(m,n, k). (4.7)

Since ∣∣∣∣∣∑
k

ã(m,n, k)(xk − l)

∣∣∣∣∣ ≤ ‖x‖∑
k∈E

|ã(m,n, k)|+ ε · ‖A‖,

letting m→∞ in (4.7) and using (4.5) with (4.6), we have

lim
m→∞

∑
k

ã(m,n, k)xk = l.

This implies that A ∈ (st ∩ `∞ : ĉf(r,s))reg and the proof is completed.

Now, we may give some inclusion theorems. Firstly, we need a lemma.

Lemma 4.6. [47, Corollary 12] Let A = {amk(n)} defined by amk(n) = ã(m,n, k) for all m,n, k ∈ N
be a matrix satisfying ||A|| = ||amk(n)|| < ∞ and limm supn∈N |amk(n)| = 0. Then, there exists an
y ∈ `∞ with ‖y‖ ≤ 1 such that

lim sup
m→∞

sup
n∈N

∑
k

ã(m,n, k)yk = lim sup
m→∞

sup
n∈N

∑
k

|ã(m,n, k)|.

Theorem 4.7. BF̂ (r,s) − core(Ax) ⊆ K − core(x) for all x ∈ `∞ if and only if A ∈ (c : ĉf(r,s))reg and

lim sup
m→∞

sup
n∈N

∑
k

|ã(m,n, k)| = 1. (4.8)
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Proof. Let the BF̂ (r,s) − core(Ax) ⊆ K − core(x) and take x ∈ c with limx = `. Then, since
K − core(x) ⊆ {`}, BF̂ (r,s) − core(Ax) ⊆ {`}. So, ĉf(r,s) − limAx = ` which means that A ∈ (c :

ĉf(r,s))reg.

Since A ∈ (c : ĉf(r,s))reg, the matrix A = ã(m,n, k) is satisfy the conditions of Lemma 4.6. So,
there exists a y ∈ `∞ with ‖y‖ ≤ 1 such that

{
ω ∈ C : |ω| ≤ lim sup

m→∞
sup
n∈N

∑
k

ã(m,n, k)yk

}
=

{
ω ∈ C : |ω| ≤ lim sup

m→∞
sup
n∈N

∑
k

|ã(m,n, k)|

}
.

On the other hand, since K − core(y) ⊆ A1(0), by the hypothesis{
ω ∈ C : |ω| ≤ lim sup

m→∞
sup
n∈N

∑
k

|ã(m,n, k)|

}
⊆ A1(0) = {ω ∈ C : |ω| ≤ 1}

which implies (4.8).

Conversely, let ω ∈ BF̂ (r,s) − core(Ax). Then, for any given z ∈ C, we can write

|ω − z| ≤ lim sup
m→∞

sup
n∈N
|tmn(Ax)− z|

= lim sup
m→∞

sup
n∈N

∣∣∣∣∣z −∑
k

ã(m,n, k)xk

∣∣∣∣∣
≤ lim sup

m→∞
sup
n∈N

∣∣∣∣∣∑
k

ã(m,n, k)(z − xk)

∣∣∣∣∣ (4.9)

+ lim sup
m→∞

sup
n∈N
|z|

∣∣∣∣∣1−∑
k

ã(m,n, k)

∣∣∣∣∣
= lim sup

m→∞
sup
n∈N

∣∣∣∣∣∑
k

ã(m,n, k)(z − xk)

∣∣∣∣∣ .
Now, let L(x) = lim supk |xk − z|. Then, for any ε > 0, |xk − z| ≤ L(x) + ε whenever k ≥ k0. Hence,
one can write that∣∣∣∣∑

k

ã(m,n, k)(z − xk)

∣∣∣∣ =

∣∣∣∣∣∣
∑
k<k0

ã(m,n, k)(z − xk) +
∑
k≥k0

ã(m,n, k)(z − xk)

∣∣∣∣∣∣
≤ sup

k
|z − xk|

∑
k<k0

|ã(m,n, k)|

+ [L(x) + ε]
∑
k≥k0

|ã(m,n, k)| (4.10)

≤ sup
k
|z − xk|

∑
k<k0

|ã(m,n, k)|

+ [L(x) + ε]
∑
k≥k0

|ã(m,n, k)|.

Therefore, applying lim supm→∞ supn∈N under the light of the hypothesis and combining (4.9) with
(4.10), we have

|ω − z| ≤ lim sup
m→∞

sup
n∈N

∣∣∣∣∣∑
k

ã(m,n, k)(z − xk)

∣∣∣∣∣ ≤ L(x) + ε
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which means that ω ∈ K − core(x). This completes the proof.

The proof of the following two theorems are entirely analogous to the Theorem 4.7. So, we omit
the detail.

Theorem 4.8. K − core(Ax) ⊆ BF̂ (r,s) − core(x) for all x ∈ `∞ if and only if A ∈ (ĉf(r,s) : c)reg and
(4.8) holds.

Theorem 4.9. BF̂ (r,s) − core(Ax) ⊆ BF̂ (r,s) − core(x) for all x ∈ `∞ if and only if A ∈ (ĉf(r,s) :

ĉf(r,s))reg and (4.8) holds.

Theorem 4.10. BF̂ (r,s)−core(Ax) ⊆ st−core(x) for all x ∈ `∞ if and only if A ∈ (st∩`∞ : ĉf(r,s))reg
and (4.8) holds.

Proof. Firstly, we assume that BF̂ (r,s)−core(Ax) ⊆ st−core(x) for all x ∈ `∞. By taking x ∈ st∩`∞,
one can see that A ∈ (st ∩ `∞ : ĉf(r,s))reg. Also, since st− core(x) ⊆ K− core(x) [42] for any x, the
necessity of the condition (4.8) follows from Theorem 4.7.
Conversely, let A ∈ (st ∩ `∞ : ĉf(r,s))reg and (4.8) holds and take ω ∈ BF̂ (r,s) − core(Ax). Then we
can write again equality (4.9). Now, let β = st− lim sup |z−xk|. If we write E = {k : |xk−z| ≥ β+ε},
then δ(E) = 0 and |z − xk| ≤ β + ε whenever k /∈ E. Hence we have

∣∣∣∣∑
k

ã(m,n, k)(z − xk)

∣∣∣∣ =

∣∣∣∣∣∑
k∈E

ã(m,n, k)(z − xk) +
∑
k/∈E

ã(m,n, k)(z − xk)

∣∣∣∣∣
≤ |z − xk|

∑
k∈E

|ã(m,n, k)|+
∑
k/∈E

|ã(m,n, k)||z − xk|

≤ |z − xk|
∑
k∈E

|ã(m,n, k)|+ [β + ε]
∑
k/∈E

|ã(m,n, k)|.

Thus, applying the operator lim supm→∞ supn∈N and using the hypothesis (4.8) with (4.6) , we obtain
that

lim sup
m→∞

sup
n∈N

∣∣∣∣∣∑
k

ã(m,n, k)(z − xk)

∣∣∣∣∣ ≤ β + ε. (4.11)

Thus, (4.9) and (4.11) implies that |ω − z| ≤ β + ε. Since ε is arbitrary, this means ω ∈ st− core(x),
which completes the proof.

Conclusion
In the current study, the sequence space ĉf(r,s) derived by generalized difference Fibonacci matrix
in which r, s ∈ R \ {0} has been introduced and compared with some well-known spaces defined
previously. Then, it has been found out that the space has not a Schauder basis. In conclusion,
the Fibonacci core of a complex-valued sequence has been presented and inclusion theorems with
respect to Fibonacci core type are shown.
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[7] Candan M, Güneş A. Paranormed sequence space of non-absolute type founded using
generalized difference matrix, Proc. Nat. Acad. Sci. India Sect. A, in press.

[8] Candan M. Some new sequence spaces derived from the spaces of bounded, convergent and
null sequences, Int. J. Mod. Math. Sci. 2014;12(2):74-87.
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theorems, Acta Math. Sci. 2012;32B(6):2265-2278.
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