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Abstract

In this paper we take advantage of the known interpolatiostL8quare Method (LSM) t
construct audio coding/decoding (CODEC) algorithms. The qa&rpof this algorithm is t
compress audio data, maintain high quality audio, and enable sestolimgy audio as serial
data through digital transmission systems. Our praposigorithms can be an efficient
replacement for the quantization process used in m&YHECs and modulations like PCM.
clarify our research by explaining the reasons, the assamsptaind the experiments' results for
each step individually. We applied the algorithms to 20 auiliés fand introduced thre
algorithms that approach the most efficient compoesgatio in addition to best signal to noise
ratio. We showed Pseudo Codes, Flowcharts, and completésrebdome experiments, and
also a comparison with PCM used in telephony system.

Keywords: Audio, Speech, Processing, CODEC, Interpolaofynomials, Modeling.

1 Introduction

Audio processing and coding is a very wide area of interest. Masgarchers are trying
continuously to improve existing audio CODECs, where otlagestrying to create new ones.
Improving the quality as well as increasing the compraesgfficiency is always a target.
Recently, many attempts have been made in the processitjusing interpolation methods.

Yung-Gi Wu, Chia-Hao Wu in [17] tried Lagrange interpolationmage processing. Shugang
Wei in [14] presented a signal level compressor using bleetinterpolation formula.
McPherson, T,Jr. in [12] presented compression in PCM usitegpolation. Additionally,
Bhaskar, U in [1] worked with interpolation in his processéfe have cited a number of
published works that studied MP3 and MPEG systems and soroessfid attempts published
lately to keep the achievements made by other researdbarsalgorithms for CODECs are
compared with PCM, because PCM uses the quantizationssredd@ch we suggest replacing it
with our process.
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We propose three approaches for audio CODECs that cgmphedato storing/transmitting audio

data. We use the known Least Squares Method (LSM) oitdipn as a bases for these
approaches. The three CODECs also could be performedmtfitbit some of the other known

audio CODECs such as, MP3. Our algorithms are applied to aadiple values, so they can be
added as a part in the coding/decoding, as we tried timeMR8 audios. Efficient compression
ratio, besides high quality audio after recovery, were experied on 20 audio files that

presented human voices with/without quiet music and sontjs different types of music. We

made specific comparison with PCM used in telephony sys@rause we think our algorithm

can replace the quantization part found in some CODECs/atahs like PCM. The comparison

has shown progress achieved by our work.

We prefer to show in this paper explicitly the steps we nfiame the original assumptions to the

final algorithms to clarify our methodology during theeasxh procedures. We clarified these
steps by discussing the reasons, expectations, and showirgulte through experimented files.

2. Fundamental Basics and Assumptions

We show clearly the mathematical basis used, in additi@assumptions we have considered in
our work.

2.1 Modeling the Values of Audio Samples

The samples' values form the behavior and the pattetheofiudio, and they are defined by
specific value per sample. We propose models for thesevalates using the interpolation LSM.
After some experiments with polynomials, exponentiati power models (discussed in section 3)
we selected the polynomial models to represent the audiobéatuse LSM with polynomial
models have shown the best fitting for samples' values.

~ 2 n
yiEa + a;x; + ax;” ..a,x; (D)

Wherey is a vector (row of data) that contains audio's samgliges,x is a vector that contains
the values in which is presented over it, and will be ctamsd (number of samples ordered 1, 2,
3.....Ny), n is the polynomial degree ands the index ranged from J;.

We usually know the values of and y by considering polynomial models. We will have to find
ay, a4, a, ... a, by solving a system of linear equations, which carepeasented in matrix form

Y = XA @)
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Therefore, we deduce the coefficients of the polynonuisisg Eq. (4) by applying any numerical
scheme to solve the system.

In order to validate the model, we have to determine thee va(coefficient of determination)
which clarifies the fitting of the proposed polynomial esponding to the real data values (audio
samples values).

_ [EnO= ©)
T, =)

Wherey; is the theoretical y-value correspondingciqcalculated through the polynomial) apd

is the mean value of all experimental y-values. Whenepercentage approaches 100%, then we
have perfect fitting with no error at all. This valuendze used to identify whether the proposed
polynomial presents the audio data efficiently or not.Wilesuggest various ways in section 3 to
apply this modeling on audios.

2.2 Basic Assumptions

Our method is concentrated on reducing the length of thervgctwhich contains the audio's
sample values. In order to do that, we will apply LSM \gilveral aspects as a base for different
algorithms. We store/transmit the values of the polyabovefficients instead of the vector of the
audio's sample values. All of these algorithms have ftllewing specific assumptions in
common.

1. During the encoding, the algorithms are repeatedly apptiedset ofN; samples. The
number of samplesV, can be the same or changing every time. The algorithms a@pplie
several times until all the samples are processed.

2. The compression ratio "CMR" will be calculated as

CMR = length(vector of coefficients) /length(vector of audio” samples)

3. The values of the coefficients must be in the numemge of the audio’ sample values.

For example, if we scaled the samples' values [-1, llctedficients must be in this
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range. The differences between them could be representkidolypn number of levels
like those in the audio's values themselves. We assumedhsraint to ensure the
ability to use our algorithms for digital storing/trarission.

The method could be applied with/without some of the dil@DEC techniques because
our method depends on processing the samples' values. Itbgoafiplied directly after a
voice sampling process or after coding the audio valuds seitne other techniques, to
reduce the audio storage vector.

Durations of silence are one of the known speech chamgtiteri Taking this in to
account, would make some of our algorithms more efficient becaashave many zero
samples.

To ensure compression ratio, we have to restrict our chioiceV, to follow the
inequality Ny = n + 1 in each operation, whereis the polynomial degree.

Mostly, there is no difference between using differentvith the same CMR in the
algorithms; we will work withn = 4. However, using other assumption fowill not
damage the results or affect the quality negatively.rééemmend that the choice of
follows the inequality2 < n < 10 to ensure a better adaptive model, as well as to be far
from oscillating degrees of high(investigated insection 3).

3. Steps of the Resear ch I ncluding Discussions and Experiments

Our research went through several steps; some of them tonedgh& basic assumptions (section
2.2), some to identify specific features for operations, aad steps to test possible algorithms
deduced from using LSM. Twenty audio files were testedugh the steps, 11 files for human
voices and 9 music files, listed in Table.1

Table 1. Experimented files

File | ndex Description Duration (sec) n-bits/sample  F (Hz)

M.1 Loud Music 5 16 44100

M.2 Quiet Music 5 16 44100

M.3 Quiet Music + Arabic male voice 6 16 44100

M.4 Old Music + Arabic male voice 5 16 44100

M.5 Old Music + English male voice (Dean 5 16 44100
Martin)

M.6 Music + English female voice (Celine 5 16 44100
Dion)

M.7 Loud Music + English female voice 5 16 44100
(Shakira)

M.8 Old Music + English male voice (Louis 5 16 44100
Armstrong)

M.9 Audience cheering + indistinct music 5 16 44100

H.1 Male voice (Morgan Freeman) 30 16 44100

H.2 Female voiceAnne Hathaway) + Male 8 16 44100
voice (Patrick Warburto

H.3 Male voice (Robert Di Nero) + Loud 5 16 44100
noise

H.4 Female voice (Susan Sarandon) 14 16 44100

H.5 Female voice (Susan Sarandon) + Quie#t1 16 44100
music

H.6 Female voice (Suzanne Pleshette) 6 16 44100
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H.7 Male voice (Heath Ledger) 11 16 44100

H.8 Male voice (Heath Ledger) 31 16 44100

H.9 Female voice (Jennifer Garner) + Male 11 16 44100
voice (Ricky Gervais)

H.10 Female voice(Kate Ashfield) + male 11 16 44100
voice(Simon Pegg)

H.11 Male voice(Michael Caine) + Male 21 16 44100

voice (Christian Bale)

These files are experimented using the Matlab program in whicplsamues are scaled from [-
1, 1]. We explain, discuss, and show the results of evapy ste

Stepl. Random experiments to consider the model type andrémagters

By scaling random distribution of values between [-1, 1} tesemble the audio values, we
conducted several experiments to determine the bedeling type (polynomials, exponential, or
power models), which would fit the audio data by satisfyirgh&i r Eq. (5). Also, for every
type of modeling we could change the distributionxofvalues for the same number of samples,
to test changes in CMR.

Notes and details of the experiments in step 1;

1. By taking the same distribution sMmultiple times with different values gf each time,
it was clear that the polynomials model achieved highe$able 2 presents some
results of experiments made on M.1, by calculatingagyeralues efalong the audio
file. We made that by applying LSM with different maglédr Ng = 10 for every
operation until all samples are processed.

2. By changing the distribution of to be in linear/non-linear sequences different from
the usual sequence (1,2,3\), we did not observeany negative/positive effects.

Results and conclusions;

1. We will consider polynomials as a basic LSM for the follogvsteps.

2. Changing thex distribution will not affect the results, so it will lkept as linear
distribution.

Table 2. Results of experiment for testing typeson thefileM.1

Model Ny r Model Ny r
Exponential 10 0.69099 Poly’% 10 0.96524
Lineal 10 0.6916¢ Poly. £ 10 0.9808
Poly. 219 10 0.89188 Power 10 0.65869

Step 2. Choice of polynomial degree

It is obvious from the previous step that, polynomial tygies more efficient fitting. In Table 2
we assumedV; = 10. It is expected that, when polynomial degree increagéls the same
number of points, the accuracy of interpolation is increasingdue to known interpolation
characteristics. Our research concentrated on modéisgudio data to balance between CMR
and high quality. So we then compared different polynochégrees with the same CMR to test
the quality. In Table 3. We considerédR = 1/3 and we observed the error value to see which
n is to be considered.
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Notes and details of the experiments in step 2;
1. By consideringCMR = 1/3 we considernl;rl = § wheren is the polynomial degree

andN; is the samples.
2. We apply the experiments to the same files and figm 1-15 andv will be (6, 9,
12, 15....48) respectively. One of these experiments on Hresented in Table.3.
3. The experiments indicated thafor the sam&MR will not make any differences.
4. The accuracy decreased afte= 10 most likely due to oscillation of higher degree
in interpolation.
Results and conclusions;
1. The experiment confirmed basic assumption 7 in sectiore& ding the choice of
2. We will considem = 4 in the experiments in the next steps.

12

Table 3. Experimentson H.1 related to step2

Poly, degree N Average diff Poly. degree N Average diff
1 6 0053935 9 30 0052454

2 9 005180: 10 33 005200t

3 12 0050845 11 36 0052566
4 15 005148 12 39 0055419
5 18 0051581 13 42 0059939
6 21 0052247 14 45 0067355
8 27 005266 15 48 0079257

Step 3. Applying LSM withn = 4 and fixedN,

After we considered LSM with polynomials model, we workethwn = 4. We applied LSM on

fixed N; until we finished the whole file. We chang@t several times to have different CMR as
we calculatedCMR = "N—J“: . We triedN, = 10,15,20,25,30 which mean that we hav@MR =
331 respectively. We calculated average values-fior each CMR tested. Then, if we
found interesting results, we made encoding to the audatoveand stored the resultant
coefficients in another vector. After that, we decodexldoefficients to deduce recovered values
of the original audio. We had to calculate SNR and heardifference in quality between the

original and the recovered files.

Notes and details of the experiments in step 3;
1. We started wittCMR = ;1 in all files and we achieved high fitting by cdkting the
average value of in each file as shown in Fig. 1.

111 1
2.

We also triedCMR = 35 and it was clear th@MR < :1 gives non-accurate fitting

as average value ofdecreased. Fig. 1 show average valuesfof CMR = ;1 and:l
respectively.

3. We designed an algorithm for encoding and decoditiy n = 4 and N, = 10,15,20 and
observed SNR and heard the recovered audio fil&itlan SNR forCMR = ;1;1
respectively are presented in Fig. 1.

4. No audible quality difference could be discerned 3R = ;1 As it is clear also in the
SNR values which were high as shown in. 1.

)

1
4

1370



British Journal of Mathematics & Computer Science 4(10), 1365-1380, 2014

5. The sound and the music were recognized in theafa8/R = ;1:1 , but there were
quality differences we could sense. These diffezeneere inversely proportional
with CMR. However, in speech files it was hard to senderdinces ilC MR = 1/3,
unlike the music files, but these differences aeanitical, even though SNR were
measured high as shown in Fig. 1.
Results and conclusiol
1. We will consider the CODEC in this step as ourtfaigorithm (detailed in 4.1).

2. We can consider the CODEC in this step to give vigh quality withCMR > ;1

Step 4. Applying LSM withn = 4 and non-fixedV, to ensure the quality

The algorithm we considered in the previous step would dpply on a fixed number aV;each
operation. We thought that after taking= 4, we might have two different cases. First case, a
long sequence of audio samples may have small rate of chantes case, using highe¥, >

n + 1 maintains quality and high CMR. For example, silence dumgtroduces long sequence of
zeros, or constant tone rates. Second case, some sequéhcbhiglvoscillating values require
small Ngto maintain quality, but in this case The CMR will be Idvar example, loud noise or
screaming.

Notes and details of the experiments in step 4;

1. We specified dif f" which will be the difference not to beexceedetiusen the original
values and the recovered ones.

2. We developed our code to scan maximum numb@fibiat gives errog dif f.

3. The definition of CMR will change during this stépecause we will need two vectors,
one for storing the coefficients and one for stpil we used every operation. As a
result,CMR _ length(coefftctent.s 1‘;ector)+.length(Ns vector)

length(original audio vector)

4. In order to know if we can consider this modificatias another algorithm and CODEC
method, we have to rea€iMR like the first algorithm and average valuerahust be in
the same range.

5.  We changed the value dff f until we reached the sanmi@/R like the first algorithm and
then we measured the quality through experimemiitiy some files. The results are
presented in Fig. 1.

6. The quality enhancement was audible.

Results and conclusiot

1. We will consider another algorithm and second CODE&Ehod from this step (detailed
section 4.2).

2. This CODEC technique can be applied to ensure uhéty for applications that have a
preferred specific amount of tolerance in the error

=]

Step 5. Applying LSM after changing the distribution of the @amalues by summing them

The accuracy of the interpolation depends mainly on theildison of the sample values. We
suggested reaching convergence between sample values bytnedtongsthe audio vector, and
replacing each sample value with the sum of this samplehengrevious one in the vector. By
applying this procedure, then applying the first algoritwme expected to improve the
interpolation of the new reconstructed vector comparéd tive original vector.
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Notes and details of the experiments ep 5
1. We consideCMR = ;1 andN, = 10 like the first algorithm.

2. We applied the new procedure and deduce average vatugtoth has shown
significant improvement compared with the previous algoritffigs 1).

3. We designed an algorithm for encoding and decoding, theneasured SNR and
quality of the recovered data as shown in Fig. 1, which hasrshkignificant
improvement and clear enhancement in hearing.

Results and conclusions;

1. We will consider this algorithm as our third CODEC fronstitef (detailed in
section 4.3).

2. This CODEC can be applied to ensure the quality anehpodve the first algorithm's
results by involving more processing.

160
* #  Max. SNR {1st Algorithm CMR=1/2)
150 * «  Average 1% (1st Algorithm CMR=1/2)
¥ ¥ Max. SNR (1st Algorithm CMR=1/3)
140 *  Average % (1st Algorithm CMR=1/3)
#  Max. SNR (1st Algorithm CMR=1/4)
* * *  Average 1% (1st Algorithm CMR=1/4)
= 130 % e |k Max SNR (2nd Algerithm CMR=1/2)
= +  Average 1% (2nd Algorithm CMR=1/2)
g 12 Max. SNR (3rd Algorithm CMR=1/2)
3 *  Average 1% (3rd Algorithm CMR=1/2)
S 110
£ 100
=90
]
Z 80
i
2 70
£ w0
=
50
*
10
* & * Ed e #*
30 ks *
* * s H
20 * %
M1 M2z M3 M4 M5 M6 M7 M8 M3 Hi1 H2z H3 H4 H5 H6 H7 H8 HS H10 H1

Files

Fig. 1. Collective maximum SNR and averager% for theresultsfrom thethree algorithms
(steps 3,4,5)

Step 6. Applying LSM toMP3 files

In this step we tried the algorithm step 3 WithR = ;1 to MP3 files. This was to confirm the
basic assumption 4 by testing MP3 files.

Notes and details of the experiments in st

1. We experimented sevelfiles, which were not from the files in Tal 1., because w
preferred full length songs to ensure the ability of our étlyorto be applied to MP3
files. We measured average valueg ahd SNR, which are shown in Fig. 2.

Results and conclusioi

1. We can apply our algorithm in phase with/without other CODEChely generat
value vectors for the audio.
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100

*  Maximum SNR
+  Average 1%

Values of Max. SNR{dB) and average values of %

40

kS

20

WMale singer Wale singer

Fi

Fig. 2. Averager% and maxim

Female singer Male speaker

les

um SNR for tested MP3 files

4. The Three Algorithms Considered as” CODEC"

We considered three algorithms to make encoding/decoding fauttie data. We will clarify
them using pseudo codes and flowcharts (Figs. 3, 4, 5)

a.

Thefirst algorithm (results from step3)

Encoding part;

Decoding part;

Input: y, n, Ng

Stepl: Create empty array for compressed valueg
(store the coefficients).

Step2: For eacN; sample iny:

a. Perform LSM withn degree on picked
samples.
b. Concatenate the resulting coefficients wil
compressed.
Step3: Return compressed.

Input: compressed, n, N

Stepl: Create empty array fpr(recovered values).
Step2: For each + 1 elements in

compressed (the coefficients):

a. DeduceN, elements present sample
values by evaluating polynomial.
h b. Concatenate the resulting sample values

with y.
Step3: Returry.

b.

The second algorithm (results from step4)

Encoding part;

Decoding part;

Input: y,n, dif f.

Stepl: Create two empty arrays, one for compres
and one for samples.

Step2: Search for maximum number of samples i
after performing LSM and recover

ymax (dif ferences) < dif f.

Step3: Store the coefficientsinmpressed and
number of samples useddamples.

Step4: Repeat step2 and step3 for the whole file.
Step5: Returmompressed & samples.

Input: compressed, samples,n

s&tepl: Create empty array fpr(recovered
values).

n Step2: For each element val{i¢) in samples.

a. EvaluateN samples values using+ 1
elements froncompressed
b. Concatenate the results with

Step3: Store the coefficients éinmpressed and
number of samples useddamples.
Step4: Returry.
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c. Thethird algorithm (resultsfrom step4)

Encoding part;

Decoding part;

Input:, n, N .

Input: compressed, n, N

Stepl: Create two empty arrays, one for compresse&tepl: Create empty array fpr(recovered values).

values (store the coefficients).
Step2: For eacN; samples iry:
a. For each element in thé,.
i sample(i) = sample(i) +
sample(i — 1).
b. Perform LSM withn degree on the

Step2: For each + 1 elements in
compressed (the coefficients):
a. DeduceN, elements present sample
values by evaluating polynomial.
b. For each sample iN; (in reverse order)

l. sample(i) = sample(i) —

modified samples. sample(i — 1).
¢. Concatenate the resulting coefficients with ¢, Concatenate the resulting samples values
compressed. with y
Step3: Returmompressed. Step3: Returry.
( Start ) ( Start >
/ Imput Ns, / / Input Ms, /
File, m Compressed, n
done = 1 done = 1
I -<
h N

Peaerfrom nth degree LSM on

from Compressed({done :

Evaluate nth degree polynomial
done + n + 1)

|

output result to
Compressed

1

done = done + Ms

File{done : done + MNs)

NO

YES

C D

{

/Output result to Recouered/

A

done = done + n+1

NO

YES

- D

Fig. 3. Flow-chart for the code of the 1% algorithm encoding & decoding from left toright.
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Read precision,
File, n

| done = 1 |

v

Find maximum Ns for nth degree LSM where
max(diff) < precision

l

Output result to Compressed,
NS to Samples

| done = done + Ns |

l
| YES -
< >

C = D
Read Compressed.
Samples, n

J

done = 1
index = 1

v

Perform nth degree LSM on
Compressed(done: done + Sampels(index))

l

/ Output result to Recovered /

v

done = done + Samples(index)

index = index + 1
=
YES

Fig. 4. Flow-chart for the code of the 2"*algorithm encoding & decoding from left to right.

Input Ns,
File, n

v
W

File(loc_done) = File(loc_done) + File(loc_done - 1)
loc_done = loc_done + 1

NO

Perfrom nth degree LSM on
File(done : done + Ns)

output result to
Compressed

| done = done + Ns |

Read Compressed.
Ns. n

Evaluate nth degree polynomial
from Compressed(done : done + Ns)

2

loc_done = Ns

k2

Recovered{loc_done) =
Recovered(loc_done) - Recovered(loc_done - 1)
loc_done = loc_done - 1

<o
YES
End

¥

loc_done > O

Output result to Compressed,
Ns to Samples

| done = done + Ns |

NO

Fig. 5. Flow-chart for the code of the 2"*algorithm encoding & decoding from left to right.
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5. Results and Comparison with PCM

In this section, we present some results obtained by using the algorithms constructed in this
research. We will make comparisons between our algorithm and PCM used in telephony system.

5.1 Results

We present in Fig. 6 the results of applying the first algorithm using n = 4 and Ny = 10 (CMR =
0.5) on three audio files. The recovered audio resembles the original one in the quality and we
didn't detectan audible difference. It is clear that SNRs are high.

Original Recovered SR (dB)
1 1 200
L b o -l —en e B0
-1 -1 -200
0 5 10 15 0 5 10 15 0 5 10 15
x10° w10° w10’
1 1 200
T oy i Bmebdnll
-1 -1 -200
0 5 10 0 5 10 0 5 10
x10° %10 w10’
1 1 200
o bl AL
o DW DW :
-1 -1 -200
0 1 2 3 0 1 2 3 0 1 2 3
5 5 ]
10 w10 %10

Fig. 6. Full experiments' results using our first algorithm on three audio files

We present in Fig. 7 the results of applying the first algorithm by using n = 4 and Ng = 15,20
and CMR = %,% on H.1. We sense some differences in the quality, however, the speech was
recognizable and SNR is relatively high.

Original Recoverad SR (dE)
1 1 200
©
I 100
z0 0
c 0
T
K| 5 100
) 5 m 15 0 5 10 15 0 5 15
10" 10 w10’
1 1 200
=
I 100
z0 0
5 0
T
1 A 100
0 5 1m 15 0 5 10 15 0 5 15
w10° w10’ 1o’

Fig. 7. Full experiments' result using first algorithm on file with different CMRs
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We present in Fig. 8 the recovered audio Using the first and second algorithms with CMR = % It
is clear that the SNR in the second algorithm shows more consistency because we designed this
algorithm for obtaining high and consistent qualityacross the samples.

recovered signal CMR=1/3 SNR(dE)
1 150

100

H.6 (first algorithin)

25
x10°

cord algorithm)

HB (se

25
i i

Fig. 8. Comparison between first and second algorithms on the same file

5.2 Comparison with PCM

The telephony system uses PCM concept as a transmission modulation technique. We preferred to
compare our simplest CODEC, which is the first algorithm, with the results obtained using PCM.
We believe that the ability of adding our algorithm directly to the sample values after sampling
process will be better than applying the quantization process used generally in many CODECs and
specifically in PCM. Consequently, we applied PCM to several of our files and in our files' case
that will produce CMR = 0.5 because bit rate was 16 and in telephony system it's usually is 8. We
applied our first algorithm to obtain CMR = 0.5 on the same files. We achieved higher average
SNR in most files and significantly higher maximum SNR in all files. We also clarified the
difference between our algorithm and PCM by comparing specified amount of samples to show
our superior results. Fig. 9 shows the comparisons of average and maximum SNR.

T T T T T
160 ==y T qTTem T TomrTrmr T ToTrT T foomm - Ik ol
| * | * | |
P e R E U [ [N
I I I I I I
! ! ! ! % Max. SNR (PCM)
120=- == - T qtTrTm T ToTTr T T T sk Max SNR (1t Algorithm with fixed Ns)
! I i | + Average SNR (PCW)
: : : : + Average SNR (1st Algorithm with fixed Ns)
100 —-—- ! e e e e o ——————— ——
o) | | | | | |
z | | | | | |
[ A s SN DI I [ R
s 00 | 1 T T T i
5 * i i | | |
T A R [ Lo Lo [ [, i
= | | | | | |
= * | i *
. S PO S . S L
* T T |
I - I I | I
M " . ' . .
W= e A ikl SRR E LR bl
% | * L ! +
I I I I I I
O = L roTT T T T T [
. . .
I I i I I I
20 I I I i i I
M1 .2 M3 H2 H3 H6

Files

Fig. 9. Comparisons between our algorithm and PCM on the same files
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We applied our first algorithm and PCM to 100 samples from one file, and compared the
recovered sample values, and showed SNR across the samples. These comparisons are presented
in Fig. 10.
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Fig. 10. Comparisons of our first algorithm with PCM over 100 samples from audio file
6. Conclusion and Expectations

We introduced three algorithms for encoding/decoding audio data (CODEC). We used the
interpolation method known as LSM to deduce these algorithms. The first algorithm is based on
applied LSM on fixedN; (number of samples) until we finished the data and stored values
(coefficients) each time. The second algorithm improved the first one by initializing a specific
value of maximum absolute difference allowed between the original and the recovered values to
ensure the quality across the data, taking advantage from some speech characteristics like silence
durations. The third algorithm works like the first one but in a different distribution of sample
values. The new distribution results from adding each sample's value to the previous one to
generate a new vector to increase convergence between values of the new vector. Pseudo-codes
and flowcharts are proposed in this research for every algorithm. We presented average value of r
Eq. (5) and SNR for many files (including MP3 files) tested by the three algorithms. Results from
experiments that clarify and prove some basic assumptions we considered were presented.

Clear comparison between our simplest algorithm (the first) and PCM used in telephony system
have shown progress of our work. The values of the coefficients stored resemble the values of the
audio's samples in scale and sensitivity. This indicates that the values of the coefficients can be
used not only in compression applications but also in transmission applications. They can be sent
as serial data with the same digital sequences known in quantization levels, but with higher quality
(same compression), as we presented in this research. We believe that our algorithms can replace
the quantization process in any CODEC depending on the quantization process.
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The methodology we used in this research is the basic for further research. We are conducting in
image and video compression. We expect that this path will open a lot of applications and ideas
that depend on LSM.
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