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Abstract 
 
In this paper we take advantage of the known interpolation Least Square Method (LSM) to 
construct audio coding/decoding (CODEC) algorithms. The purpose of this algorithm is to 
compress audio data, maintain high quality audio, and enable sending/storing audio as serial 
data through digital transmission systems. Our proposed algorithms can be an efficient 
replacement for the quantization process used in many CODECs and modulations like PCM. We 
clarify our research by explaining the reasons, the assumptions, and the experiments' results for 
each step individually. We applied the algorithms to 20 audio files and introduced three 
algorithms that approach the most efficient compression ratio in addition to best signal to noise 
ratio. We showed Pseudo Codes, Flowcharts, and complete results of some experiments, and 
also a comparison with PCM used in telephony system. 

Keywords: Audio, Speech, Processing, CODEC, Interpolation, Polynomials, Modeling. 
 

1 Introduction 
 
Audio processing and coding is a very wide area of interest. Many researchers are trying 
continuously to improve existing audio CODECs, where others are trying to create new ones. 
Improving the quality as well as increasing the compression efficiency is always a target. 
Recently, many attempts have been made in the processing world using interpolation methods.  
 
Yung-Gi Wu, Chia-Hao Wu in [17] tried Lagrange interpolation in image processing. Shugang 
Wei in [14] presented a signal level compressor using Newton's interpolation formula. 
McPherson, T,Jr. in [12] presented compression in PCM using interpolation. Additionally, 
Bhaskar, U in [1] worked with interpolation in his processes. We have cited a number of 
published works that studied MP3 and MPEG systems and some successful attempts published 
lately to keep the achievements made by other researchers. Our algorithms for CODECs are 
compared with PCM, because PCM uses the quantization process which we suggest replacing it 
with our process. 
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We propose three approaches for audio CODECs that can be applied to storing/transmitting audio 
data. We use the known Least Squares Method (LSM) interpolation as a bases for these 
approaches. The three CODECs also could be performed with/without some of the other known 
audio CODECs such as, MP3. Our algorithms are applied to audio sample values, so they can be 
added as a part in the coding/decoding, as we tried them on MP3 audios. Efficient compression 
ratio, besides high quality audio after recovery, were experimented on 20 audio files that 
presented human voices with/without quiet music and songs with different types of music. We 
made specific comparison with PCM used in telephony system because we think our algorithm 
can replace the quantization part found in some CODECs/modulations like PCM. The comparison 
has shown progress achieved by our work. 
 
We prefer to show in this paper explicitly the steps we made from the original assumptions to the 
final algorithms to clarify our methodology during the research procedures. We clarified these 
steps by discussing the reasons, expectations, and showing the results through experimented files. 
 
2. Fundamental Basics and Assumptions 
 
We show clearly the mathematical basis used, in addition to assumptions we have considered in 
our work. 
 
2.1 Modeling the Values of Audio Samples 
 
The samples' values form the behavior and the pattern of the audio, and they are defined by 
specific value per sample. We propose models for these data values using the interpolation LSM. 
After some experiments with polynomials, exponential, and power models (discussed in section 3) 
we selected the polynomial models to represent the audio data because LSM with polynomial 
models have shown the best fitting for samples' values. 
 �� ≅ �0 + �1�� + �2��2 … ����� (1)
 
Where � is a vector (row of data) that contains audio's sample values, � is a vector that contains 
the values in which is presented over it, and will be considered (number of samples ordered 1, 2, 
3..…�), �  is the polynomial degree and  � is the index ranged from 1-�. 
 
We usually know the values of  � ��� � by considering polynomial models. We will have to find ��, ��, �� … �� by solving a system of linear equations, which can be represented in matrix form 
 � = �� (2)
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Then 
 

(3)

� = �−1� (4)
 

Therefore, we deduce the coefficients of the polynomials using Eq. (4) by applying any numerical 
scheme to solve the system. 
 

In order to validate the model, we have to determine the value ) (coefficient of determination) 
which clarifies the fitting of the proposed polynomial corresponding to the real data values (audio 
samples values). 

) = *∑  �+� − �,!2#�=1∑  �� − �,!2#�=1
 (5)

 

Where �+- is the theoretical y-value corresponding to �- (calculated through the polynomial) and �, 
is the mean value of all experimental y-values. Whenever )percentage approaches 100%, then we 
have perfect fitting with no error at all. This value can be used to identify whether the proposed 
polynomial presents the audio data efficiently or not. We will suggest various ways in section 3 to 
apply this modeling on audios. 
 

2.2 Basic Assumptions 
 
Our method is concentrated on reducing the length of the vector  �, which contains the audio's 
sample values. In order to do that, we will apply LSM with several aspects as a base for different 
algorithms. We store/transmit the values of the polynomial coefficients instead of the vector of the 
audio's sample values. All of these algorithms have the following specific assumptions in 
common. 
 

1. During the encoding, the algorithms are repeatedly applied to a set of  �  samples. The 
number of samples  � can be the same or changing every time. The algorithms applied 
several times until all the samples are processed. 

2. The compression ratio "CMR" will be calculated as ./0 = 12�34ℎ vector of coef=icients!/12�34ℎ vector of audio′ samples! 
3. The values of the coefficients must be in the numeric range of the audio' sample values. 

For example, if we scaled the samples' values [-1, 1] the coefficients must be in this 
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range. The differences between them could be represented by known number of levels 
like those in the audio's values themselves. We assume this constraint to ensure the 
ability to use our algorithms for digital storing/transmission. 

4. The method could be applied with/without some of the other CODEC techniques because 
our method depends on processing the samples' values. It could be applied directly after a 
voice sampling process or after coding the audio values with some other techniques, to 
reduce the audio storage vector. 

5. Durations of silence are one of the known speech characteristics. Taking this in to 
account, would make some of our algorithms more efficient because we have many zero 
samples. 

6. To ensure compression ratio, we have to restrict our choice for � to follow the 
inequality  � ≥ � + 1 in each operation, where � is the polynomial degree. 

7. Mostly, there is no difference between using different � with the same CMR in the 
algorithms; we will work with � = 4. However, using other assumption for � will not 
damage the results or affect the quality negatively. We recommend that the choice of � 
follows the inequality 2 ≤ � ≤ 10 to ensure a better adaptive model, as well as to be far 
from oscillating degrees of high � (investigated insection 3). 
 

3. Steps of the Research Including Discussions and Experiments 
 
Our research went through several steps; some of them to confirm the basic assumptions (section 
2.2), some to identify specific features for operations, and also steps to test possible algorithms 
deduced from using LSM. Twenty audio files were tested through the steps, 11 files for human 
voices and 9 music files, listed in Table.1 
 

Table 1. Experimented files 
 

File Index Description Duration (sec) n-bits/sample JK LM! 
M.1 Loud Music 5 16 44100 
M.2 Quiet Music 5 16 44100 
M.3 Quiet Music + Arabic male voice 6 16 44100 
M.4 Old Music + Arabic male voice 5 16 44100 
M.5 Old Music + English male voice (Dean 

Martin) 
5 16 44100 

M.6 Music + English female voice (Celine 
Dion) 

5 16 44100 

M.7 Loud Music + English female voice 
(Shakira) 

5 16 44100 

M.8 Old Music + English male voice (Louis 
Armstrong) 

5 16 44100 

M.9 Audience cheering + indistinct music 5 16 44100 
H.1 Male voice (Morgan Freeman) 30 16 44100 
H.2 Female voice (Anne Hathaway) + Male 

voice (Patrick Warburton) 
8 16 44100 

H.3 Male voice (Robert Di Nero) + Loud 
noise 

5 16 44100 

H.4 Female voice (Susan Sarandon) 14 16 44100 
H.5 Female voice (Susan Sarandon) + Quiet 

music 
41 16 44100 

H.6 Female voice (Suzanne Pleshette) 6 16 44100 
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H.7 Male voice (Heath Ledger) 11 16 44100 
H.8 Male voice (Heath Ledger) 31 16 44100 
H.9 Female voice (Jennifer Garner) + Male 

voice (Ricky Gervais) 
11 16 44100 

H.10 Female voice(Kate Ashfield) + male 
voice(Simon Pegg) 

11 16 44100 

H.11 Male voice(Michael Caine) + Male 
voice (Christian Bale) 

21 16 44100 

 
These files are experimented using the Matlab program in which sample values are scaled from [-
1, 1]. We explain, discuss, and show the results of every step. 
 
Step1. Random experiments to consider the model type and the parameters 
 
By scaling random distribution of values between [-1, 1] that resemble the audio values, we 
conducted several experiments to determine the best modeling type (polynomials, exponential, or 
power models), which would fit the audio data by satisfying higher  )  Eq. (5). Also, for every 
type of modeling we could change the distribution of  �  values for the same number of samples, 
to test changes in CMR. 
 
Notes and details of the experiments in step 1; 

1. By taking the same distribution of �multiple times with different values of � each time, 
it was clear that the polynomials model achieved highest  ). Table 2 presents some 
results of experiments made on M.1, by calculating average values of) along the audio 
file. We made that by applying LSM with different models for  � = 10 for every 
operation until all samples are processed. 

2. By changing the distribution of � to be in linear/non-linear sequences different from 
the usual sequence (1,2,3…�), we did not observeany negative/positive effects. 

Results and conclusions; 
1. We will consider polynomials as a basic LSM for the following steps. 
2. Changing the  � distribution will not affect the results, so it will be kept as linear 

distribution. 
 

Table 2. Results of experiment for testing types on the file M.1 
 

Model � ) Model � ) 
Exponential 10 0.69099 Poly. 4nd 10 0.96524 
Linear 10 0.69168 Poly. 5nd 10 0.98087 
Poly. 2nd 10 0.89188 Power 10 0.65869 

 
Step 2. Choice of polynomial degree 
 
It is obvious from the previous step that, polynomial types give more efficient fitting. In Table 2 
we assumed  � = 10. It is expected that, when polynomial degree increases with the same 
number of points, the accuracy of interpolation is increasing too due to known interpolation 
characteristics. Our research concentrated on modeling the audio data to balance between CMR 
and high quality. So we then compared different polynomial degrees with the same CMR to test 
the quality. In Table 3. We considered  ./0 = 1/3 and we observed the error value to see which �  is to be considered. 
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Notes and details of the experiments in step 2; 

1. By considering  ./0 = 1/3 we consider  
�N�OP = �Q, where � is the polynomial degree 

and � is the samples. 
2. We apply the experiments to the same files and try� from 1-15 and � will be (6, 9, 

12, 15….48) respectively. One of these experiments on H.1 is presented in Table.3. 
3. The experiments indicated that � for the same ./0 will not make any differences. 
4. The accuracy decreased after � = 10 most likely due to oscillation of higher degrees 

in interpolation. 
 Results and conclusions; 

1. The experiment confirmed basic assumption 7 in section 2.2 regarding the choice of�. 
2. We will consider � = 4 in the experiments in the next steps.  

 
Table 3. Experiments on H.1 related to step2 

 
Poly, degree � Average diff Poly. degree �    Average diff 
1 6 0053935 9 30 0052454 
2 9 0051803 10 33 0052008 
3 12 0050845 11 36 0052566 
4 15 005148 12 39 0055419 
5 18 0051581 13 42 0059939 
6 21 0052247 14 45 0067355 
8 27 005266 15 48 0079257 

 
Step 3. Applying LSM with  � = 4 and fixed � 
 
After we considered LSM with polynomials model, we worked with  � = 4. We applied LSM on 
fixed  � until we finished the whole file. We changed  � several times to have different CMR as 

we calculated  ./0 = �N�OP  . We tried � = 10,15,20,25,30 which mean that we have ./0 =
 �� ,  �Q ,  �S ,  �T ,  �U  respectively. We calculated average values for ) for each CMR tested. Then, if we 

found interesting results, we made encoding to the audio vector and stored the resultant 
coefficients in another vector. After that, we decoded the coefficients to deduce recovered values 
of the original audio. We had to calculate SNR and hear the difference in quality between the 
original and the recovered files. 
 

Notes and details of the experiments in step 3; 

1. We started with ./0 =  �� in all files and we achieved high fitting by calculating the 

average value of ) in each file as shown in Fig. 1. 

2. We also tried ./0 =  �Q ,  �S ,  �T ,  �U  and it was clear that ./0 <  �S gives non-accurate fitting 

as average value of ) decreased. Fig. 1 show average values of ) for ./0 =  �Q  ���  �S  

respectively. 
3. We designed an algorithm for encoding and decoding with  � = 4 ��� � = 10,15,20 and 

observed SNR and heard the recovered audio file. Maximum SNR for ./0 =  �� ,  �Q ,  �S  

respectively are presented in Fig. 1. 
4. No audible quality difference could be discerned for  ./0 =  ��. As it is clear also in the 

SNR values which were high as shown in Fig. 1. 
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5. The sound and the music were recognized in the case of  ./0 =  �Q ,  �S , but there were 

quality differences we could sense. These differences were inversely proportional 
with  ./0. However, in speech files it was hard to sense differences in ./0 = 1/3, 
unlike the music files, but these differences are not critical, even though SNR were 
measured high as shown in Fig. 1. 

Results and conclusions; 
1. We will consider the CODEC in this step as our first algorithm (detailed in 4.1). 

2. We can consider the CODEC in this step to give very high quality with ./0 ≥  ��. 

 
Step 4. Applying LSM with  � = 4 and non-fixed � to ensure the quality 
 
The algorithm we considered in the previous step would apply LSM on a fixed number of �each 
operation. We thought that after taking  � = 4, we might have two different cases. First case, a 
long sequence of audio samples may have small rate of change. In this case, using higher  � ≫� + 1 maintains quality and high CMR. For example, silence duration produces long sequence of 
zeros, or constant tone rates. Second case, some sequences with high oscillating values require 
small  � to maintain quality, but in this case The CMR will be low. For example, loud noise or 
screaming. 
 

Notes and details of the experiments in step 4; 
1. We specified "��XX" which will be the difference not to beexceeded between the original 

values and the recovered ones. 
2. We developed our code to scan maximum number of �that gives error ≤ ��XX. 
3. The definition of CMR will change during this step. Because we will need two vectors, 

one for storing the coefficients and one for storing � we used every operation. As a 

result, ./0 = 12�34ℎ YZ2XX�Y�2�4# [2Y4Z)!+12�34ℎ # [2Y4Z)!12�34ℎ Z)�3���1 �\��Z [2Y4Z)! . 

4. In order to know if we can consider this modification as another algorithm and CODEC 
method, we have to reach ./0 like the first algorithm and average value of ) must be in 
the same range. 

5. We changed the value of ��XX until we reached the same ./0 like the first algorithm and 
then we measured the quality through experimenting with some files. The results are 
presented in Fig. 1. 

6. The quality enhancement was audible.  
Results and conclusions; 

1. We will consider another algorithm and second CODEC method from this step (detailed in 
section 4.2). 

2. This CODEC technique can be applied to ensure the quality for applications that have a 
preferred specific amount of tolerance in the error. 

 
Step 5. Applying LSM after changing the distribution of the sample values by summing them 
 
The accuracy of the interpolation depends mainly on the distribution of the sample values. We 
suggested reaching convergence between sample values by reconstructing the audio vector, and 
replacing each sample value with the sum of this sample and the previous one in the vector. By 
applying this procedure, then applying the first algorithm we expected to improve the 
interpolation of the new reconstructed vector compared with the original vector. 
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Notes and details of the experiments in step 5; 

1. We consider ./0 =  ��  and � = 10 like the first algorithm. 

2. We applied the new procedure and deduce average value of ) which has shown 
significant improvement compared with the previous algorithms (Fig. 1). 

3. We designed an algorithm for encoding and decoding, then we measured SNR and 
quality of the recovered data as shown in Fig. 1, which has shown significant 
improvement and clear enhancement in hearing. 

Results and conclusions; 
1. We will consider this algorithm as our third CODEC from this step (detailed in 

section 4.3). 
2. This CODEC can be applied to ensure the quality and to improve the first algorithm's 

results by involving more processing. 
 

 
 

Fig. 1. Collective maximum SNR and average r% for the results from the three algorithms 
(steps 3,4,5) 

 

Step 6. Applying LSM toMP3 files 
 

In this step we tried the algorithm step 3 with ./0 =  ��   to MP3 files. This was to confirm the 

basic assumption 4 by testing MP3 files. 
 
Notes and details of the experiments in step 6; 

1. We experimented several files, which were not from the files in Table 1., because we 
preferred full length songs to ensure the ability of our algorithm to be applied to MP3 
files. We measured average values of ) and SNR, which are shown in Fig. 2. 

Results and conclusions; 
1. We can apply our algorithm in phase with/without other CODECs, if they generate 

value vectors for the audio. 
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Fig. 2. Average r% and maximum SNR for tested MP3 files 

 

4. The Three Algorithms Considered as "CODEC" 
 
We considered three algorithms to make encoding/decoding for the audio data. We will clarify 
them using pseudo codes and flowcharts (Figs. 3, 4, 5). 
 

a. The first algorithm (results from step3) 
 

Encoding part; Decoding part; 
Input: �, �, � 
Step1: Create empty array for compressed values 
(store the coefficients). 
Step2: For each � sample in �: 

a. Perform LSM with � degree on picked 
samples. 

b. Concatenate the resulting coefficients with 
compressed. 

Step3: Return compressed. 

Input: YZ]^)2##2�, �, � 
Step1: Create empty array for � (recovered values). 
Step2: For each � + 1 elements in YZ]^)2##2�  (the coefficients): 

a. Deduce � elements present sample 
values by evaluating � polynomial. 

b. Concatenate the resulting sample values 
with �. 

Step3: Return �. 
 

b. The second algorithm (results from step4) 
 

Encoding part; Decoding part; 
Input: �, �, ��XX. 
Step1: Create two empty arrays, one for compressed 
and one for samples. 
Step2: Search for maximum number of samples in � 
after performing LSM and recover 
ymax  ��XX2)2�Y2#! < ��XX. 
Step3: Store the coefficients in YZ]^)2##2� and 
number of samples used in #�]^12#. 
Step4: Repeat step2 and step3 for the whole file. 
Step5: Return YZ]^)2##2� & #�]^12#. 

Input: YZ]^)2##2�, #�]^12#, � 
Step1: Create empty array for � (recovered 
values). 
Step2: For each element value  ! in #�]^12#. 

a. Evaluate  samples values using � + 1 
elements from YZ]^)2##2� 

b. Concatenate the results with �. 
Step3: Store the coefficients in YZ]^)2##2� and 
number of samples used in #�]^12#. 
Step4: Return �. 
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c. The third algorithm (results from step4) 
 

Encoding part; Decoding part; 
Input: , �, � . 
Step1: Create two empty arrays, one for compressed 
values (store the coefficients). 
Step2: For each � samples in �: 

a. For each element in the �. 
i. #�]^12 �! = #�]^12 �! +#�]^12 � − 1!. 

b. Perform LSM with � degree on the 
modified samples. 

c. Concatenate the resulting coefficients with 
compressed. 

Step3: Return YZ]^)2##2�. 
 

Input: YZ]^)2##2�, �, � 
Step1: Create empty array for � (recovered values). 
Step2: For each � + 1 elements in YZ]^)2##2� (the coefficients): 

a. Deduce � elements present sample 
values by evaluating � polynomial. 

b. For each sample in � (in reverse order) 
i. #�]^12 �! = #�]^12 �! −#�]^12 � − 1!. 

c. Concatenate the resulting samples values 
with � 

Step3: Return �. 
 

 

  
 

Fig. 3. Flow-chart for the code of the 1st algorithm encoding & decoding from left to right. 
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Fig. 4. Flow-chart for the code of the 2ndalgorithm encoding & decoding from left to right.

Fig. 5. Flow-chart for the code of the 2ndalgorithm encoding & decoding from left to right.
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5. Results and Comparison with PCM

In this section, we present some results obtained by using the algorithms constructed in this
research. We will make comparisons between our algorithm and PCM used in telephony system.

5.1 Results

We present in Fig. 6 the results of applying the first algorithm using = 4 and = 10 ( =0.5) on three audio files. The recovered audio resembles the original one in the quality and we
didn't detectan audible difference. It is clear that SNRs are high.

Fig. 6. Full experiments' results using our first algorithm on three audio files

We present in Fig. 7 the results of applying the first algorithm by using = 4 and = 15,20
and = , on H.1. We sense some differences in the quality, however, the speech was
recognizable and SNR is relatively high.

Fig. 7. Full experiments' result using first algorithm on file with different CMRs
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We present in Fig. 8 the recovered audio Using the first and second algorithms with = . It
is clear that the SNR in the second algorithm shows more consistency because we designed this
algorithm for obtaining high and consistent qualityacross the samples.

Fig. 8. Comparison between first and second algorithms on the same file

5.2 Comparison with PCM

The telephony system uses PCM concept as a transmission modulation technique. We preferred to
compare our simplest CODEC, which is the first algorithm, with the results obtained using PCM.
We believe that the ability of adding our algorithm directly to the sample values after sampling
process will be better than applying the quantization process used generally in many CODECs and
specifically in PCM. Consequently, we applied PCM to several of our files and in our files' case
that will produce = 0.5 because bit rate was 16 and in telephony system it's usually is 8. We
applied our first algorithm to obtain = 0.5 on the same files. We achieved higher average
SNR in most files and significantly higher maximum SNR in all files. We also clarified the
difference between our algorithm and PCM by comparing specified amount of samples to show
our superior results. Fig. 9 shows the comparisons of average and maximum SNR.

Fig. 9. Comparisons between our algorithm and PCM on the same files
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We applied our first algorithm and PCM to 100 samples from one file, and compared the
recovered sample values, and showed SNR across the samples. These comparisons are presented
in Fig. 10.

Fig. 10. Comparisons of our first algorithm with PCM over 100 samples from audio file

6. Conclusion and Expectations

We introduced three algorithms for encoding/decoding audio data (CODEC). We used the
interpolation method known as LSM to deduce these algorithms. The first algorithm is based on
applied LSM on fixed (number of samples) until we finished the data and stored values
(coefficients) each time. The second algorithm improved the first one by initializing a specific
value of maximum absolute difference allowed between the original and the recovered values to
ensure the quality across the data, taking advantage from some speech characteristics like silence
durations. The third algorithm works like the first one but in a different distribution of sample
values. The new distribution results from adding each sample's value to the previous one to
generate a new vector to increase convergence between values of the new vector. Pseudo-codes
and flowcharts are proposed in this research for every algorithm. We presented average value of
Eq. (5) and SNR for many files (including MP3 files) tested by the three algorithms. Results from
experiments that clarify and prove some basic assumptions we considered were presented.

Clear comparison between our simplest algorithm (the first) and PCM used in telephony system
have shown progress of our work. The values of the coefficients stored resemble the values of the
audio's samples in scale and sensitivity. This indicates that the values of the coefficients can be
used not only in compression applications but also in transmission applications. They can be sent
as serial data with the same digital sequences known in quantization levels, but with higher quality
(same compression), as we presented in this research. We believe that our algorithms can replace
the quantization process in any CODEC depending on the quantization process.
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The methodology we used in this research is the basic for further research. We are conducting in
image and video compression. We expect that this path will open a lot of applications and ideas
that depend on LSM.
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