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Abstract: Risk assessments are designed to measure cumulative risk and promotive factors for delinquency
and recidivism, and are used by criminal and juvenile justice systems to inform sanctions and interventions.
Yet, these risk assessments tend to focus on individual risk and o�en fail to capture each individual’s environ-
mental risk. This paper presents an agent-based model (ABM) which explores the interaction of individual and
environmental risk on the youth. The ABM is based on an interactional theory of delinquency and moves be-
yondmore traditional statistical approaches used to study delinquency that tend to rely on point-in-timemea-
sures, and to focus on exploring the dynamics and processes that evolve from interactions between agents
(i.e., youths) and their environments. Our ABM simulates a youth’s day, where they spend time in schools, their
neighborhoods, and families. The youth has proclivities for engaging in prosocial or antisocial behaviors, and
their environments have likelihoods of presenting prosocial or antisocial opportunities. Results from system-
atically adjusting family, school, and neighborhood risk and promotive levels suggest that environmental risk
and promotive factors play a role in shaping youth outcomes. As such themodel shows promise for increasing
our understanding of delinquency.

Keywords: Agent-based Modeling, Antisocial Behaviors, Delinquency, Risk Factors, Youth, Social Work.

Introduction

1.1 Many countries, especially European countries, set the age of criminal responsibility (i.e., when a child/youth
can be held accountable for their behavior) at age 14 (Hazel 2008). This coincides with a peak period of of-
fending in adolescence (called the age-crime curve), when o�ending may be considered somewhat normative
before tapering o� in adulthood (Agnew 2003). For the youth whomay be engaged in “normative” adolescent
behavior but get in trouble with the law, many actually do have complex, unmet social service needs (Lee &
Taxman 2020; Maschi et al. 2008). They o�en live in high-risk social contexts, including family, schools, and
neighborhoods, as evidenced by their higher rates of adverse childhood experiences (Baglivio et al. 2014) and
mental health disorders (Abram et al. 2003; Teplin et al. 2002). Moreover, they report higher rates of unmet so-
cial andpsychological service needs than the general population (Maschi et al. 2008), andmany report negative
outcomes well into adulthood (Abram et al. 2017; Barnert et al. 2019).

1.2 These youth have been the focus of many scholars, who have produced an extensive range of theories explain-
ing the etiology of deviance, crime, and delinquency that tend to highlight either individual, social, or societal
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predictors (for an example, see Jacoby et al. 2004). More recently, there have been e�orts to move beyond
the etiology of deviance to develop theories that also explain the persistence or desistance of deviant behavior
(Sampson&Laub 1997; Thornberry 1987). In spite of the richness of existing theories to explain deviance, crime,
and delinquency, many of these theories have not been used to guide practice. Perhaps this is because less is
known about the specific mechanisms that are operating within these theories, or how interventionsmight af-
fect thosemechanisms. Rather, the criminal justice field has adopted the risk factor prevention paradigm from
public health (Farrington et al. 2016), resulting in a strong focus on identifying risk and promotive factors as a
guide for determining the sanctions and interventions the court requires (Hilterman et al. 2014).

1.3 In part, this may be due to the methods that have been traditionally used to test these theories thus far. While
criminologists arguably have exhausted cross sectional approaches, scholars have advocated for the use of lon-
gitudinalmethods in order to study the development of delinquency (Loeber & LeBlanc 1990). Yet, longitudinal
methods are expensive and not always used e�ectively, and still pose limitations in the knowledge that can be
developed about dynamic processes, such as establishing causal e�ects between variables and, even when
identified, revealing the causal mechanisms (Farrington 2015; Gottfredson & Hirschi 1987; Loeber & Le Blanc
1990). This paper seeks to integrate both theory and practice by incorporating a risk and promotive approach
into an interactional theory of delinquency using agent-based modeling. ABM is a type of computer simula-
tion that simulates the interaction of agents (i.e., individuals) with each other andwith their environments over
time (Lee&Wolf-Branigin 2020). In this paperwe have developed an agent-basedmodel to test an interactional
theory of delinquency, which hypothesizes that delinquency results not just from individual risk, but also from
their interactions with their environments (Thornberry & Krohn 2005). Youth are agents in themodel with their
own social environments, and their decisions contribute to future opportunities, such as the job opportunities
that become available as they progress educationally (Thornberry et al. 1991). The intention of our model is to
move us beyond a conceptual model of individual risk to testing both environmental risk and the interaction
between individual and environmental risk (Ihara & Lee 2019).

1.4 In the reminder of this this paperwe beginwith a review of criminological theory and risk assessment literature
and existing studies testing interactional theory of delinquency (Section 2). Within Section 2 we also explore
agent-basedmodels with respect to social work and studying delinquency before introducing our agent-based
model in Section 3. Section 4 presents and discusses the results from our agent-based model, while Section 5
provides a summary of the paper and areas of further work.

Background

2.1 There has been a rich tradition of criminological theories, and classic theories of delinquency and crime have
ranged from focusing on individual factors (e.g., Gottfredson & Hirschi 1990 General Theory of Crime which
focusedon self-control), interactionswith peers (e.g., Sutherland 1947Di�erential Association) andothers (e.g.,
Lemert 1951 Labeling Theory), and social structural factors (e.g., Merton 1938 Anomie Theory). In part, this
plethora of theories reflects the equifinality nature of delinquency – there are multiple routes to delinquency.

2.2 In spite of the rich tradition of criminological theories, the U.S. criminal justice system adopted the risk fac-
tor prevention paradigm from public health (Farrington et al. 2016). Thus, e�orts have focused on identifying
risk factors, which increase the likelihood of delinquency, crime, and recidivism, and promotive factors, which
decrease the likelihood of delinquency, crime, and recidivism (Arthur et al. 2002). O�en, criminal and juve-
nile justice systems (depending on the locale) administer standardized risk assessments to identify risk levels.
Standardized risk assessments have been through multiple stages of development in the last century, moving
away from expert assessments (first generation risk assessments) to the standardized risk assessments (fourth
generation) that are the standard today. These fourth-generation risk assessments include both risk and pro-
motive factors, as well as static and dynamic risk factors across 8-10 domains (Baird et al. 2013; Slobogin 2012).
Domains o�en include legal history, school, mental health, neighborhood, peers, and family. These risk assess-
ment domains can be further broken down into dynamic and static risk and promotive factors. For example,
this results in 25 subscales that the Youth Assessment Screening Instrument (YASI) produces (Jones et al. 2016).

2.3 Many countries use some type of psychological assessments (e.g., psychological, mental health, or risk assess-
ments) with youth when they first come in contact with the juvenile justice system in order to triage the youth
and toguidedecisionsaboutpunishmentsor treatments (Wright et al. 2019). Currently in theU.S., it hasbecome
standard practice for juvenile or criminal justice systems to administer standardized risk assessments, depend-
ingonstateor countypolicies. While theseassessments coveracomprehensive setof riskandpromotive factors
across multiple domains, they producemore information thanmost service providers and public agencies can
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e�ectively use. While the separate subscales can be an e�ective case management tool, they are rarely used
as such (Peterson-Badali et al. 2015; Taxman & Caudy 2015). Rather, the risk assessments are summarized as a
single indicator of high, medium, and low risk, which guide the number of requirements and level of supervi-
sion individuals receive. Yet, specific needs identified in the risk assessment typically do not result in services in
those areas. Perhaps this is because delinquency has beendescribed as an equifinality phenomenon – a variety
of causes can lead to the same result of delinquency (Thornberry & Krohn 2005). From this perspective, it is the
quantity of risk factors, not specific risk factors, that are important inpredictingdelinquency (Arthur et al. 2002).
As a result, youth with higher risk assessment scores experience more intense sanctions (e.g., punishment).

2.4 Yet, these risk assessments focus on the individual, and thus, risk is conceptualized as a collection of charac-
teristics or statuses that reside within the individual. These risk assessments may be incomplete in that they
do not su�iciently account for interactions that may occur between the individual and other actors or their
environments (Serin et al. 2016). Characteristics of the environment are significant predictors of delinquency
and recidivism (Grunwald et al. 2010). For example, neighborhood measures such as neighborhood disadvan-
tage are significantly correlatedwith juvenile delinquency (Rodriguez 2013; Sampson et al. 2002), which is com-
monly measured by a combination of factors including rates of poverty, unemployment, welfare, high school
education, and female headed households; household income; and collective e�icacy. Moreover, reducing an
individual’s risk may not be e�ective if their contexts of risk do not change.

Interactional Theory: A developmental theory of process

2.5 More recently, criminologists have begun to focus on explaining the development of delinquency through ado-
lescence by integrating various classic theories to articulate the developmental mechanisms that may be op-
erating to produce adult criminals (Loeber & Le Blanc 1990; Sampson & Laub 1997). For example, Mo�itt (1993)
has argued for a developmental taxonomy, which acknowledges the heterogeneity of this population by dif-
ferentiating between life-course persistent and adolescence-limited antisocial behavior. While Mo�itt (1993)
has focused on the role of peers in contributing to adolescent behaviors, others have provided a more gen-
eral overview of how delinquency may develop, encompassing not just peers but larger social environments
including the family, school, and neighborhoods. For example, Thornberry (1987), which was subsequently ex-
tended by Thornberry et al. (1991) and Thornberry & Krohn (2005), has developed an interactional theory of
delinquency. The theory is based on the key assertion that “human behavior occurs in social interaction and
can therefore best be explained by models that focus on the interactive process” (Thornberry 1987, p. 864).
Thus, an individual’s behavioral outcomes (e.g., delinquency) cannot be understood in isolation from their so-
cial environment.

2.6 Thornberry & Krohn (2005) identify three fundamental premises to the theory. First, interactional theory of
delinquency takes a developmental life-course perspective. A life course perspective acknowledges an individ-
ual’s agency while recognizing that individuals are embedded within social relationships (Elder 1994). Within
this perspective, factors that contribute to the initiation, maintenance, or desistance of delinquency change
during developmental periods. Thus, in childhood, the family plays a critical role in the youth’s development.
In adolescence, as the youth is becomingmore independent, the family plays a less important role while peers
and schools begin to play a more important role (Sampson & Laub 1997; Thornberry & Krohn 2005). Moreover,
it has been argued that delinquent values do not begin to form until early adolescence (Thornberry et al. 1991).
Furthermore, an individual’s success in one developmental stage has implications for success in later stages
(Thornberry & Krohn 2005) and therefore success in adolescence will situate the youth for a successful adult-
hood, and thus warrants study.

2.7 The second premise is bidirectional causality, which captures the interaction between the individual and their
environment (Thornberry & Krohn 2005). Not only do factors from an individual’s social environment change
the youth’s risk, but the youth’s behaviors and choices also shape the social environments in which they exist
(Thornberry & Krohn 2005). The reciprocal relationship between the youth and their social environment oc-
curs through both the interactionswith individuals (e.g., parents, teachers, peers) aswell as in the changing set
of opportunities available to the youth. Interactions between the youth and their social environment are mu-
tually reinforcing, resulting in behavioral trajectories (e.g., delinquency) that are path dependent (Thornberry
1987). Sampson & Laub (1997) describe this path dependency as a process of cumulative disadvantage. This
process is the result of the ongoing consistency of the individual’s behaviors (cumulative continuity) as well as
the responses from others that maintain the individual’s behaviors (interactional continuity) (Sampson & Laub
1997). For example, a youth who skips school actively plays a role in shaping their future opportunities – if they
continue to make these choices, they may fall behind in school, which may limit their college options. At the
same time, there may be maintaining responses from others such as a suspension from school or an arrest for
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truancy,whichwould contribute to thedisruptions to the youth’s academic progress and thus, propel the youth
on their current behavioral trajectory.

2.8 Finally the third premise of the interactional theory of delinquency is proportionality of cause and e�ect, which
“states that as themagnitudeof the causal force increases, theperson’s involvement in crime (a) becomesmore
likely and (b) increases in severity” (Thornberry &Krohn 2005, p. 187). This approach embraces the idea of equi-
finality in that it is not about specific causal factors, but rather, the accumulation of causal factors (Arthur et al.
2002). Risk assessments are compatible with this third premise, since they seek to measure the accumulation
of both risk and promotive factors in order to predict delinquency and recidivism, and as currently used, do
not distinguish between the type of risk factor. However, current risk assessments may be limited in their abil-
ity to capture the youth’s social environments – their peer networks, the quality of their schools, the prosocial
alignment of their families (Serin et al. 2016). Moreover, these risk assessments cannot capture the youth’s in-
teractions with other individuals and their communities.

Empirical evidence supporting Interactional Theory of Delinquency

2.9 There is some empirical evidence that supports interactional theory of delinquency, yet existing statistical ap-
proaches provide only a limited test of this theory of process – even studies that use longitudinal data must
rely upon point in time measures with large gaps between those measures (Ho�mann et al. 2013; Jang 1999;
Lee 2003; Thornberry et al. 1991). For example, Jang (1999) tested the developmental, life-course perspective
premise of interactional theory of delinquency that there are age-varying e�ects of family, school, and delin-
quent peers on adolescents. In this study, Jang (1999) used multilevel modeling with five waves of data from
the National Youth Survey, and found that school and peers have a curvilinear e�ect while families have a con-
sistent e�ect on adolescents. Such a study supports the notion that depending on the youth’s developmental
stage, di�erent factors have stronger or weaker e�ects.

2.10 Studies testing interactional theory of delinquency have also focused on the bidirectional causality premise.
For example, Thornberry et al. (1991) used three waves of data from the Rochester Youth Development Study,
and found reciprocal relationshipsbetweenayouth’s bond to family and school, andengagement indelinquent
behaviors. Similarly, Lee (2003) used a structural equation modeling approach with four time points from the
National Youth Survey, and tested not only family, but also peers, and found that reciprocal relationships with
peers play a stronger role than families. Finally, Ho�mann et al. (2013) also used structural equation model-
ing with two waves of Add Health data to test the reciprocal relationship between delinquency and academic
achievement. They foundpartial support for interactional theory of delinquencywhere academic achievement
is related to later delinquency, but delinquency is not directly related to later academic achievement (Ho�mann
et al. 2013).

2.11 While such studies provide evidence to support bidirectional causality, they rely on several point-in-time esti-
mates that are months or years apart to establish the reciprocal relationships. Thus, existing studies provide
partial tests of the theory, and while they have been promising, they are limited. Using other approaches, such
as agent-based modeling, may be useful in testing the generative mechanisms and provides a richer under-
standing of the phenomena under study by “triangulating” various approaches that have di�erent strengths
and limitations.

Risk accumulation and limitations of current approaches

2.12 Research on risk and risk assessments are not an explicit test of interactional theory of delinquency, yet provide
information about how risk accumulates and operates. Studies suggest that it is the cumulative amount of risk,
rather than specific factors, that are important (e.g., Arthur et al. 2002). In other words, more risk, regardless
of what types of risk, increase the likelihood of delinquency or recidivism. Yet, it is less clear how risk accumu-
lates. Standardized instruments tend to take a linear approach to risk (Arthur et al. 2002; Baglivio 2009), which
assumes that each risk and promotive factor is equal and total risk can be calculated by the sum of risk and
promotive factors. However, some studies indicate that theremay be a linear association for some risk factors,
and a nonlinear association for others (e.g., Farrington et al. 2016).

2.13 Nor is it clear how risk and promotive factors interact, which can operate in a variety of ways. In fact, promotive
factors have been di�erentiated fromprotective factors. While promotive factors are conceptualized as directly
reducing the likelihood of o�ending or recidivating (compensatory e�ect), protective factors interact with risk
factors and operate in the presence of high risk factors (bu�ering e�ect) (Brumley & Ja�ee 2016; Serin et al.

JASSS, 24(4) 2, 2021 http://jasss.soc.surrey.ac.uk/24/4/2.html Doi: 10.18564/jasss.4660



2016; Stoddard et al. 2012). Yet, these approaches focus only on predicting antisocial outcomes (o�ending or
recidivism), and fail to take into account prosocial development and the ways that prosocial and antisocial
development are intertwined. Thus, wehypothesize two separate processes, rather than a single process (Lee&
Ballew2018),wherea risk factor increases the likelihoodofantisocial behavior, andapromotive factor increases
the likelihood of prosocial behavior.

2.14 Studies focused on risk suggest that risk clusters; there appear to be common risk profiles for youth (Lee &
Taxman 2020; Onifade et al. 2008; Schwalbe et al. 2008). Some of these common risk profiles include a low
needs group, a high needs group, substance use service needs, andmental health service needs (Lee & Taxman
2020). As Simon (1996) argues, “The apparent complexity of [human] behavior over time is largely a reflection
of the complexity of the environment in which we find ourselves” (p. 53). Simon (1996) goes on to posit that
“human goal-directed behavior simply reflects the shape of the environment in which it takes place” (p. 62).
This suggests that we can infer characteristics of what a youth’s environment lacks based on what the youth
needs.

2.15 Moreover, studies focused on environmental risk suggest that a youth’s environment may contribute to this
clustering of risk (Rodriguez 2013). For example, one study that used spatial analysis found that recidivism clus-
ters in certain locations (Harris et al. 2011). This suggests that risk can accumulate in the youth’s environment,
and thus if we are trying to prevent recidivism, we should also take into account the youth’s environment.

Agent-basedmodeling as a new approach for studying delinquency

2.16 While there is evidence that a youth’s context presents risk and promotive opportunities for the youth, current
approaches cannot adequately test this premise. These current limitations in existing approaches can be ad-
dressed by using agent-based modeling, which has been described as a third way of doing science, a�er the
traditional inductive and deductive approaches (Axelrod 1997). The use of simulation has tremendous poten-
tial for studying vulnerable populations, such as those that are the focus of social work researchers (e.g., child
welfare and juvenile justice involved families), since simulations can be repeated withminor adjustments. Fur-
thermore, agent-based models move beyond identifying patterns in the data to allowing researchers to sim-
ulate the process– by systematically altering aspects of the process, we can deepen our understanding of the
mechanisms that contribute to our observed outcomes (Gilbert & Troitzsch 2005).

2.17 However, while agent-based models have been developed for a wide range of applications, within the context
of social work and specifically with respect to at-risk youth they have seen limited uptake. Agent-basedmodels
have been developed to explore aspects of the criminal activity (Malleson et al. 2013; Gro� 2007) or the criminal
justice system at large (Boyle et al. 2003), such models only look at the consequences of and not at possible
interventions early on in an individual’s life. With this being written, there are growing calls for agent-based
models to be used is social service research. The rationale for this, is similar to that seen in other fields such
as in economics or public policy, that the world can be viewed as a complex adaptive system (Gilbert et al.
2018; Tesfatsion&Judd2006)whichallow researchers andpractitioners to study the inter connectionsbetween
individuals and emergent outcomes (Ihara & Lee 2019; Israel & Wolf-Branigin 2011) such as the drivers of metal
health (see Langellier et al. 2019 for a review), ormodels exploringpolicies onhow to reduce stress on caregivers
(Kennedyet al. 2015), self-helpwith respect to addiction (Hianceet al. 2012) or exploringbarriers toprimary care
for minority groups (Oh et al. 2020).

2.18 Turning to agent-based models that study youth at-risk, Schuhmacher et al. (2014) developed an agent-based
model to explore how adolescents may adapt risky behaviors such as drug use or oppositional behavior on
the evolution of friendships (i.e., peer interactions) at school over the course of a year. Similarly, Leaw et al.
(2015) exploredhowyouthsmight turn toantisocial behavior through interactingwith their peers. In thismodel,
Leaw et al. (2015) utilized ideas fromMo�itt’s (1993) dual taxonomy on youths’ potential for antisocial behavior
based on their life courses and interactions with others andwhat interventionsmay reduce antisocial behavior
amongat-risk youth (e.g., changes in their social structure/networkplacing them indi�erent groups,whichwas
discussed in Section 2.1).

2.19 However, within the model presented in this paper, we focus on the environment more than their social net-
works as our conjecture is that the youth and their peers live in similar environments. Thus, by addressing
environmental risk, we hypothesize that we can reduce the likelihood that the youth and their peers will de-
velop antisocial behaviors (see Section 2.2). Furthermore, we would argue that just taking a youth out of one
group and placing them in another does not really reduce the risk that youth face and one could argue that it is
nearly impossible to orchestrate youth relationships.
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Methodology

Purpose of themodel

3.1 In spite of the plethora of theories on crimeanddelinquency, andwork focusedondeveloping risk assessments
and predicting delinquency (as discussed in Section 2), it is surprising how limited our knowledge of how risk
is generated and how risk operates. Thus, this study takes a stylized facts approach to model development
(Heine et al. 2005; Meyer 2011; Garavaglia et al. 2013). Given the equifinality nature of delinquency (and the
multitude of possible causes of delinquency), modeling delinquency is especially well-matched with a stylized
facts approach, which “concentrates on broad tendencies and ignores individual details so as to identify robust
patterns across di�erent observations” (Heine et al. 2005, p. 202). This approach does not simply require pre-
dictions to be correct, but is also concerned with the accuracy of generative mechanisms (Heine et al. 2005).
In this sense, the model presented in this paper o�ers the opportunity to make and test assumptions about
how risk is generated and how risk operates, moving beyond current, broad assertions that simply more risk
increases the likelihood of delinquency.

3.2 The purpose of this study is to develop an ABM based on the premises of interactional theory of delinquency
which is a developmental theory of process that is based on the idea that individual outcomes are the result
of an individual’s interaction with their social environment. Additionally, principles of risk and risk assessment
approaches are also used in order to account for the accumulation of risk. Using a stylized facts approach, we
can examine whether the model generates the broad patterns already identified empirically. If so, we can find
evidence to support interactional theory.

3.3 Such amodel requires both the individual and environment (i.e., 2 levels), interaction between agents (people),
and for theagents (people) tobe relatively complex. Thus, anABM iswell-suited to testing this theory in contrast
to other simulation techniques, such as system dynamics models which do not represent individual agents, or
microsimulation which does not represent interactions between agents and/or their environments, and queu-
ing models, which do not allow for more sophisticated agents (Gilbert & Troitzsch 2005). In the agent-based
model presented in this paper, youth move through their days by interacting with the three major domains of
their social environments: their families, school, and their neighborhoods. This allows for the youth to be influ-
enced by their families, schools, and peers in their neighborhoods, and thus allows us tomove beyond amodel
of individual risk to examine how the youth’s risk is co-shaped with environmental risk.

Model description

3.4 The agent-based model consists of only one type of heterogeneous agent, youths. The youth operates within
a world which consists of their home (family), their schools, and their neighborhoods (peers). Throughout the
course of a day, the youth faces opportunities to engage in antisocial or prosocial activities as they go to school,
move through their neighborhoods, and spend time at home. When faced with opportunities, youth decide
whether to engage in those opportunities based on their risk or promotive scores. The graphical user interface
of the model is presented in Figure 1.
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Figure 1: Graphical user interface of the model at model initialization. The model environment (right) shows
youths (grey) at home (blue) and their neighborhood (green) and their school (brown).

Youth and environmental characteristics

3.5 Youths are given a set of characteristics: individual risk scores and individual promotive scores, which indicate,
respectively, the likelihood that a youth will engage in an antisocial or prosocial opportunity. This represents
the youth’s scores on a standardized risk assessment, which include both risk scales and promotive scales
(as discussed in Section 2). The higher their risk score indicates a larger accumulation of risk, which interac-
tional theory of delinquency posits results in a stronger force for choosing to engage in antisocial opportunities
(Thornberry et al. 1991). We assume that promotive factors operate the same way for prosocial behaviors, and
thus, a larger accumulation of promotive factors results in a stronger force for choosing to engage in proso-
cial opportunities (see Section 2.2). Thus, this model assumes that risk and promotive factors operate as two
independent, parallel processes – where a higher-level of risk impacts the likelihood of engagement in anti-
social behavior but does not directly impact the likelihood of prosocial behavior (Farrington et al. 2016; Hoge
et al. 1996). Consequently, two separate prosocial and antisocial trajectories are represented in the form of a
running tally of prosocial experiences and a running tally of antisocial experiences. The model begins in early
adolescence, because that is when they start to develop delinquent values (Thornberry et al. 1991). Addition-
ally, during adolescence, family begins to play a less important role while school and peers begin to havemore
of an influence on youth, as young teens becomemore autonomous and begin tomake independent decisions
about their own activities (Stoddard et al. 2012; Thornberry 1987). Thus, themodel includes family, school, and
neighborhood locations.

3.6 The risk that youth encounter in their social environments, the family, school, and neighborhood, are mod-
elled in two ways. First, youth are assigned their family’s risk and promotive scores. Interactional theory of
delinquency posits that it is a youth’s attachment to their parents may contribute to their later delinquency
(Thornberry 1987). Thus, the family’s risk and promotive scores are assigned to the youth, and the youth’s in-
dividual risk and promotive scores are derived from the family’s scores. Ultimately, whether the youth is influ-
enced by their family is modeled as the result of a combination of the family’s scores and the youth’s individual
scores.

3.7 Thornberry (1987) also posits that a youth’s commitment to school and association with delinquent peers also
contributes to their delinquent behaviors. While the youth’s family represents a social environment that likely
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won’t change as the youth moves around in their day-to-day lives, the schools and neighborhoods represent
a physical environment that does change depending on the youth’s physical location. Thus, the schools and
neighborhood spaces in themodel are each assigned scores for risk opportunities and prosocial opportunities.
These scores are the likelihood that a youth in that location will be faced with an antisocial opportunity or a
prosocial opportunity. In school, examples of these opportunities include a teacher or coach that may give a
youth the opportunity to participate in an extracurricular activity (e.g., chorus, theater, or soccer), whichwould
be a prosocial opportunity. Or, a youthmay run into a peerwhomay encourage them to skip class or encourage
them to get in trouble in class (an antisocial activity). In this way, other individuals, including peer andmentor
influences, are not directly modelled, but are abstractly represented as either prosocial or antisocial opportu-
nities. Thus, a youth faces varying levels of risk or prosocial opportunities depending on where they are at the
moment.

Model initialization

3.8 Upon initialization, the artificial world is created as shown in Figure 2A, which consists of the youths’ homes
(blue), their schools (brown), and their neighborhoods (green). Due to the notion that youth’s movements are
likelymore restricted at homeand at school, these areas are smaller than the neighborhood, where youth likely
have more autonomy and a less predictable range of experiences. Figure 2B shows youth mostly in school,
with a few in the neighborhood, and Figure 2C shows youth in the neighborhood. Thus, where the youth are
determines whether they are exposed to family, school, or neighborhood risk or promotive influences. We use
colors for visually debugging themodel and to study interactions (Grimm 2002). At initialization, the youth are
grey. If their overall tally of antisocial experiences is higher than their overall tally of prosocial experiences, they
turn red, and if the reverse is true, they are green.

Figure 2: The simulated world. (A) at model initialization. (B) during the day, when almost all the youth are at
school. (C) during a day when the youth are out of school.

3.9 Table 1 shows the initialization values for each variable. Each school cell and neighborhood cell is assigned
a probability of encountering both risk and prosocial opportunities, which can be manipulated by the user.
This allows the user to systematically altered the youth’s environmental risk in order to examine the e�ect of
each on youth outcomes (see Figure 1). Each location is given a randomized score drawn from an exponential
distribution that is centered on a user-provided mean value. This is based on studies that suggest that risk
tends to cluster environmentally (Harris et al. 2011; Rodriguez 2013), and thus would resemble a distribution
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with more low-risk locations and a few higher risk locations, such as an exponential distribution. These scores
are restricted to between0.01 and0.99 since in thismodel, they act as probabilities. In life, there is always some
uncertainty, so actual values of 0 and 1 are not assigned.

Object Variable Theoretical Con-
struct

Value Reference

Global

1. Promotive-level
2. Risk-level
3. Schools-
promotive
4. Schools-risk
5. Neighborhood-
promotive
6. Neighborhood-
risk

User-controlled,
allows for system-
atic testing.

Between 1-99. N/A: This is being
tested

School and
Neighborhood
Patches

Pro-opp Score based on
opportunities
assigned to place.

Random-
exponential
(schools-
promotive or
neighborhood-
promotive). Be-
tween 0-1.

(Thornberry 1987;
Harris et al. 2011;
Rodriguez 2013)

Risk-opp Score based on
risks assigned to
place.

Random-
exponential
(schools-risk or
neighborhood-
risk). Between
0-1.

(Thornberry 1987;
Harris et al. 2011;
Rodriguez 2013)

Youth

Family-risk Score based on
user-defined risk
level.

Random-
exponential
(risk-level). Be-
tween 0-1.

Empirical data

Family-pro Score based on
user-defined
promotive level.

Random-
exponential
(promotive-level).
Between 0-1.

Empirical data

Individual-risk Individual risk
score derived from
family risk.

Random-normal
(family-risk).
Between 0-1.

(Lee 2014; Samp-
son & Laub 1997;
Thornberry 1987)

Individual-pro Individual promo-
tive score derived
from family pro-
motive level.

Random-normal
(family-pro).
Between 0-1.

(Lee 2014; Samp-
son & Laub 1997;
Thornberry 1987)

Prosocial Running tally of
prosocial experi-
ences.

0 (Lee&Ballew 2018)

Antisocial Running tally of
antisocial experi-
ences.

0 (Lee&Ballew 2018)

Table 1: Model parameters and initialization values.

3.10 Next, we create the youths (150 in this case, but these numbers can be increased or decreased) and assign them
to home locations, which is set based on the size of the grid that represents the world so that randomly send-
ing youth to a home cell results in a combination of both spread (i.e., multiple families are represented) and
overlap (i.e., households can have more than one youth). Future iterations of this model can systematically
test the e�ect of youth density, and can allow youth who are randomly sent to the same home cell at initializa-
tion to be siblings. Youth, rather than home cells, are assigned their family-risk and family-promotive scores.
Similar to the distribution of school and neighborhood risk and prosocial opportunity scores, the family scores
are assumed to follow an exponential distribution. This is based on the distribution of actual data from youth
on probation from one mid-Atlantic state (Virginia Department of Juvenile Justice 2019), where the family risk
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subscale appears to follow an exponential distribution as shown in Figure 3. These scores are also restricted to
between 0.01 and 0.99, since they act as probabilities in thismodel. In life, there is always some uncertainty, so
actual values of 0 and 1 are not assigned.

Figure 3: Family dynamic risk scores for youth on probation from one U.S. state.

Running themodel

3.11 Once the agents and their environment has been created, the model can be run. In the model, each tick repre-
sents a day for each youth, since youth are faced with opportunities and make decisions about activities and
behaviors every day. The ability to represent a day is a strength of this ABM approach, since prior tests of the
theory are based onmultiple point-in-timemeasures separated bymonths and/or years (Ho�mann et al. 2013;
Jang 1999; Lee 2003; Thornberry et al. 1991). Figure 4 shows the conceptual logic of themodel while Figure 5 is
a flow diagram of the overall model. Figure 5 is laid out similar to the artificial world where the flow at school
is in the brown top section, the flow in the neighborhood is in the green middle section, and the flow at home
is in the blue bottom section.
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Figure 4: Conceptual model of interactions.
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Figure 5: Flow diagram of the overall model logic during the simulation.

3.12 While a tick in the model represents 1 day, this is broken into hourly activity increments. The schedule of activ-
ities start at the beginning of the day, where the youth goes directly to school and spends 6 hours (7am-2pm)
there. This duration is an estimate based on a typical high school day in the United States. At each hour, the
youthmay be presented with a prosocial opportunity, depending on the probability of a prosocial opportunity
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assigned to the school location the youth is on. The rationale for this is that these hourly choices roughly ap-
proximate students switching classes during the school day and the interactions/exchanges that occur during
those transitional periods. If the youth chooses the prosocial opportunity, which is based on their individual
promotive score (a probability), they move to a di�erent location in the school. If not, they youth may be pre-
sentedwith anantisocial opportunity, dependingon theprobability of a risk opportunity assigned to the school
location the youth is on. In this model, the antisocial opportunity is leaving school early (i.e., playing hooky).
Whether the youth takes the opportunity depends on their individual risk score (a probability).

3.13 If the youth stays in school for thewhole day, the youth’s tally of prosocial experiencesmay increase depending
on the youth location’s promotive score (i.e., probability of having a lasting positive impact on a student). If the
youth leaves school early (i.e., truant), depending on the youth location’s risk opportunity, the youth’s tally of
antisocial experiences may increase (i.e., probability of having a lasting negative impact on the student). If the
tally increases, whether prosocial or antisocial, it increases in an equal increment – the overall score relative
to the other youth in the model is more informative than a single instance of increasing a youth’s tally. This
randomness is programmed since it is assumed that every event will not be equally impactful on the youth.

3.14 Next, the youth is in the neighborhood for 5 hours (2pm-7pm). This represents the youth’s growing autonomy,
which coincides with the growing influence of peers during this period (Stoddard et al. 2012). During this time,
the youth may encounter a prosocial influence depending on their location’s promotive score (a probability).
If the youth chooses the prosocial opportunity, based on their individual promotive score (a probability), their
tally of prosocial experiences will increase. If they do not encounter a prosocial influence, they have a chance
of encountering an antisocial influence depending on their location’s risk score (a probability). If the youth
chooses the antisocial opportunity, based on their individual risk score (a probability), then their tally of an-
tisocial experiences increases. If the tally increases, whether prosocial or antisocial, it increases in an equal
increment – the overall score relative to the other youth in themodel ismore informative than a single instance
of increasing a youth’s tally. This randomness is programmed since it is assumed that every event will not be
equally impactful on the youth.

3.15 Finally, the youth is at home for 4 hours (7pm-11pm) prior to going to sleep. During this time, the individual risk
or promotive score can be modified through their families, who are one of their primary socializing influences
(Lee 2014). Youthmay be influenced positively or negatively depending on the family risk and promotive scores
(Stoddard et al. 2012). Whether the youth is susceptible to the influence is dependent on their own individual
scores. If the youth’s risk score is greater, they are susceptible to the antisocial influence. If the youth’s pro-
motive score is greater, they are susceptible to the prosocial influence. This operates as a positive feedback
loop. Thornberry (1987) describes the youth’s behavioral trajectory, where the reciprocal nature of interactions
reinforce each other, resulting in an increasing likelihood of engagement in crime or alternatively, prosocial
behaviors. Once all these activities are done the model tick increments by 1.

Model outputs

3.16 The model displays the initial distribution of each individual’s family risk and promotive factors, and the dis-
tribution of the risk and promotive score for the school and neighborhood cells (see Figure 1). The distribu-
tions displaying the risk scores are in red while the distributions displaying the promotive scores are blue. The
distribution of individual risk and promotive scores are shown at initialization and overlaid upon each other,
where risk scores are red and promotive scores are blue. The individual risk and promotive scores are updated
throughout themodel, andwhen a run has been completed, the final distribution of individual risk and promo-
tive scores are displayed. Additionally, both the average antisocial experience and prosocial experience scores
are displayed and updated throughout the simulation, as well as the percent of youth in the simulationwith an
antisocial score that is higher than their prosocial score. The graph shows the percent of youth with a higher
antisocial score (red), higher prosocial score (blue), and equal scores (purple) with each time tick and updates
throughout the simulation.

Results

4.1 Before presenting the results of themodelwe firstwant to discuss e�ortswemadepertaining to the verification
of themodel. In order to ensure themodelwas implemented correctly, verification of themodelwas conducted
throughout the programming of the model – this included code walk throughs to ensure no apparent logical
or programming errors were made, and that the model runs as designed (i.e., as shown in Figure 5). This was
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ascertained through the plots that are displayed in the console (as shown in Figure 1), showing the initial distri-
bution of family, school, and neighborhood risk (red histograms) and promotive (blue histograms) scores. The
youth’s individual risk and promotive scores are captured on the same plot, and these are the only scores that
change throughout the model.

4.2 As noted in Section 3.1 we took a stylized facts approach to building this model. While we have risk assessment
data for youth in probation, we do not have risk assessment data for the general population. Instead, validation
of the model is based on known broad patterns rather than specific details about risk (Heine et al. 2005). The
model itself is designed to simulate the clustering of risk, and in this sense, where each new simulation can set
di�erent risk levels, each simulation can be thought of as representing di�erent neighborhoods (rather than a
single simulation representing multiple neighborhoods). Additionally, both theories of deviance (e.g. Thorn-
berry 1987 interactional theory of delinquency; Sampson & Laub 1997 life course theory of cumulative disad-
vantage) and empirical studies (e.g., Kirk & Sampson 2013 study that shows youth who were placed in secure
detention returned to an alternative educational track) suggest that many youth experience path dependency,
where once they begin on either a positive or negative trajectory, it can be di�icult to shi� trajectories. This
is how the model is programmed and operates – in the model, youth seem to stabilize as more antisocial or
more prosocial fairly quickly, capturing real life experiences of youthwhomay find themselves on a negative or
positive trajectory, reflecting the di�iculty of “switching tracks” once they launch in a certain direction. Figure
6 demonstrates an examplemodel run which shows that youth tend to stabilize asmore antisocial (red line) or
prosocial (blue line). In this sense, we see elements of level 1 validation, where themodel produces qualitative
agreement with empirical macrostructures (Axtell & Epstein 1994).

4.3 In order to test the sensitivities of the model, we ran simulations, with variables systematically altered, so that
there were 10 simulations of 1800 days with each of the six variables (family risk-level, family promotive-level,
school risk-level, school promotive-level, neighborhood risk-level, and neighborhood promotive-level) were
set at values of .25, .50, and .75 probabilities across a total of 7,290 runs. Generally, each simulation, showed
that within about 100 days, the percent of youth who have more antisocial than prosocial experiences seems
to stabilize, a representative example of this is shown in Figure 6. Thus, in addition to representing the teen
years (approximately five years, from ages 13- 18), 1800 days is more than enough time for each simulation to
stabilize.

Figure 6: Representative model run with percent with higher prosocial experiences (blue), antisocial experi-
ences (red), or equal (purple).

4.4 In order to explore the associations between outcomes and environmental risk and promotive scores we uti-
lize bivariate analyses (analysis of variance) andmultivariate analyses (ordinary least squares (OLS) regression)
to test for statistical significance. Table 2 shows results from the 7,290 completed simulations. The top panel
shows the youth outcomes – the average youth antisocial and prosocial experience scores, as well as the per-
cent of youth classified as antisocial, defined as those with higher antisocial than prosocial scores. The as-
sumption is that a youth whose antisocial experiences outweigh their prosocial experiences will make more
antisocial choices, will be more likely to engage in delinquency and crime. Themodel generates higher antiso-
cial scores, on average, than prosocial scores. Yet, on average, the model generates a fairly even split between
youth who are antisocial and youth who are prosocial. The second panel shows average family, school, and
neighborhood risk and promotive scores, which were systematically altered. Thus, all six variables with the
samemean of .33 confirms that there were an equal number of simulations across the .25, .50, and .75 risk and
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promotive probabilities in combination with the exponential distribution, which would generate more values
at the lower end of the continuum (rather than .50 if the normal distribution had been used).

Variable Mean Std. Dev. Min Max

Youth Outcome
Antisocial Experience Scores 174.60 46.26 61.53 347.36
Prosocial Experience Scores 105.94 26.25 44.98 200.95
Percent Antisocial = (antisocial>prosocial) 0.50 0.11 0.21 0.79
Distributions based on user-controlled probabilities (.25; .50; .75)
Family Risk 0.328 0.068 0.174 0.495
Family Promotive 0.328 0.069 0.181 0.482
School Risk 0.328 0.068 0.189 0.469
School Promotive 0.329 0.068 0.187 0.474
Neighborhood Risk 0.329 0.066 0.218 0.430
Neighborhood Promotive 0.329 0.066 0.219 0.424

Table 2: Descriptive statistics of 7,290 simulations.

4.5 Figures 7, 8, and 9 show bivariate associations between the three outcomes, prosocial experience scores, an-
tisocial experience scores, and percent antisocial, respectively, and the six user-controlled variables (family
promotive, family risk, schools promotive, school risk, neighborhood promotive, and neighborhood risk) set at
values of .25, .50 and .75. The bivariate associations are significant between prosocial experience score and the
family risk and promotive levels. Additionally, the association between prosocial experience score and school
and neighborhood promotive level are significant, but not risk level. On the other hand, all six are significantly
associatedwith the antisocial experience score. In terms of the percent who aremore antisocial in eachmodel,
the family risk andpromotive levels are significant, as is the schools promotive score, but not the neighborhood
promotive nor the risk score for schools and neighborhood.
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Figure 7: Prosocial scores by user-controlled risk and promotive variables.
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Figure 8: Antisocial scores by user-controlled risk and promotive variables.
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Figure 9: Percent antisocial by user-controlled risk and promotive variables.

4.6 Table 3 presents results frommultivariate analyses, which are consistent with the bivariate analyses. The OLS
regression models indicate that the six environmental risk and promotive factors (family, school, and neigh-
borhood) are all significantly associatedwith antisocial experience scores. The prosocial experience scores are
significantly associated with the family risk and promotive scores, as well as the promotive scores for schools
and neighborhood, but not the risk scores. Finally, the percent antisocial is significantly associated with the
family and school risk and promotive scores, but not the neighborhood risk and promotive scores.

4.7 Wealso conducted sensitivity analyses to testwhether the results are an artefact of the layout of themodel. Re-
ducing the relative size of the neighborhoods (from75%of the grid to 50%and 25%) and increasing the relative
size of the school (from 12.5%of the grid to 37.5%and 62.5% ) results in a new statistically significant coe�icient
in the OLS model – school risk was statistically significant in the prosocial experiences regression model. Also,
a surprising change was that while the size of the neighborhood decreased, neighborhood risk became statis-
tically significant in the percent antisocial regression model. Yet, the non significance of neighborhood risk on
prosocial experiences and neighborhood promotive on percent antisocial remained robust. Additionally, it is
more likely that a youth’s neighborhood will be larger than their school neighbourhoods, so we focus the re-
mainder of our discussion on the default configuration of themodel. Readers, whowish to explore this inmore
detail, can do so by downloading the model from https://bit.ly/YaTASERPS.
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Antisocial Experience Scores Prosocial Experience Scores Percent Antisocial

B Std B SE p B Std B SE p B Std B SE p
Family Risk 372.05 0.550 1.85 *** -158.88 -0.414 1.13 *** 1.10 0.679 0.004 ***
Family Promotive -231.98 -0.345 1.83 *** 241.82 0.635 1.12 *** -1.13 -0.703 0.004 ***
Schools Risk 267.64 0.394 1.85 *** -1.44 -0.004 1.13 0.03 0.021 0.004 ***
Schools Promotive -52.23 -0.077 1.86 *** 202.00 0.524 1.14 *** -0.05 -0.032 0.004 ***
Neighborhood Risk 393.43 0.560 1.92 *** 1.42 0.004 1.17 0.01 0.004 0.005
Neighborhood Promotive -161.35 -0.229 1.92 *** 123.77 0.310 1.18 *** 0.00 -0.002 0.005
Constant -18.41 . 1.51 *** -28.45 . 0.92 *** 0.52 . 0.004 ***
R2 0.95 0.94 0.95

Table 3: OLS regression on antisocial scores, prosocial scores, and percent antisocial (***p<.001).

Summary

5.1 While risk assessments are widely used within criminal and juvenile justice systems to inform sanctions and
interventions, within this paper we have argued that these risk assessments tend to focus on individual risk
and o�en fail to capture each individual’s environmental risk (see Section 2.2). In order to address this failure,
within this paper we have presented an agent-based model that explores the interaction of individual and en-
vironmental risk on the youth based on the interactional theory of delinquency (Thornberry 1987; Thornberry
et al. 1991; Thornberry & Krohn 2005). By focusing on the dynamics and processes that evolve from interac-
tions between agents (i.e., youths) and their environments, this model is a first step beyond more traditional
statistical approaches used to study delinquency that tend to rely on point-in-timemeasures.

5.2 The model presented in this paper provides preliminary support for how environmental risk and promotive
factors may play an important role in shaping youth outcomes and that the family risk and promotive levels
appear to be related to both individual antisocial and prosocial experience scores. Results from the model
(Section 4) show how the family can play an important role in the lives of youth, which suggests that increasing
the family’s promotive factors while reducing the family’s risk factors may be an e�ective way to induce lasting
impacts on youthoutcomes. Sucha findingmay suggest that practitioners should consider family serviceneeds
(e.g., household poverty, parental mental illness, and parental substance use issues) in order to reduce family
risk.

5.3 In contrast, only the promotive factors in the neighborhoods and schools, and not risk factors, are related to
prosocial outcomeswithin themodel. Thismay reflect the distinct processes that operatewithin the realworld,
and may emphasize that increasing promotive factors may be more important than simply reducing risk. In
fact, the non significant association between neighborhood risk and prosocial experiences was very robust to
our sensitivity analyses. Opportunities for students to become involved in positive activities, such as theater
or sports a�er school, may e�ectively reduce delinquency while also contributing to the positive social de-
velopment of the youth. Further, when considering both antisocial in conjunction with prosocial experiences,
where a youthwas classified as “antisocial” if their overall antisocial experienceswere greater than their overall
prosocial experiences, themodel showed that the family risk and promotive levels continued to be significant.
However, the school promotive level, but not the other environmental settings (i.e., schools risk, neighborhood
promotive, neighborhood risk) were found to be significant. This is in line with Ho�mann et al. (2013) finding
that academic achievement was important for reducing delinquency.

5.4 As with all modeling endeavors, there are limitations with the model presented in this paper and additional
factors could always be added to anymodel, this is one reason we provide the code and a detailed description
of themodel (see Section 3.2), which allowsothers to extend themodel if they sodesire. Even though themodel
enriches our understanding of how risk and promotive factors are generated, and how youth experience both
prosocial and antisocial socialization processes, we will now discuss some logical next steps.

5.5 For example, while developing this agent-based model based on Thornberry (1987) interactional theory of
delinquency, it underscores not only the issue of taking theory and implementing it in code, but also high-
lights the limits of our current understanding of risk and promotive factors. In our case, we recognized the lack
of knowledge of generative mechanisms of risk since modeling requires explicitly identifying the mechanisms
that generate existing patterns. While it is well accepted thatmore risk factors translate into a higher likelihood
of delinquency (Appleyard et al. 2005; Baglivio et al. 2017; Farrington et al. 2016), it is unclear how risk accumu-
lates, and how risk operates. Within this paper wemade assumptions about how existing risk is generated and
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operate, but these assumptions could also be explicitly tested in the future by collecting empirical data that can
be used to provide additional validation of this model. Thus, themodel o�ers opportunities for deepening our
understanding of how risk is generated and how risk operates.

5.6 Another area for further work is how andwhen antisocial and prosocial experiences accumulate. In ourmodel,
wemade the assumption that these were additive (i.e., linear). In the sense, that if a youth leaves school early,
their antisocial experience score increases, while if they stay in school, their prosocial experience score in-
creases. If while in the neighborhood, they engagewith the negative influence, their antisocial experience score
increases, and if they engage with a positive influence, their prosocial experience score increases. Finally, de-
pending on both the family’s risk and promotive factors, and the individual’s risk in comparison to promotive
factor, the youth’s individual risk or promotive factor score may increase. This is assumed to reflect a model
of accumulating advantage and accumulating disadvantage, where those with a higher risk score might expe-
rience additive increases in their risk score, and those with higher promotive scores might experience additive
increases in their promotive scores. The linear nature of these associations should be tested in future work, for
example, perhaps it is not a linear accumulation, but rather, some sort of association that reflects diminishing
returns over time.

5.7 Finally, two distinct processes, one antisocial and one prosocial, are assumed. In this model, there is little in-
teraction between the risk and promotive scales, and little interaction between the antisocial and prosocial
experience scores. While there is some empirical evidence to support this assumption (e.g., Hoge et al., 1996),
this is not awell-acceptedapproach todelinquency since researchers focusprimarily onpredictingdelinquency
and recidivism. This is one of the benefits of agent-based modeling (Epstein, 2008), to test assumptions, and
therefore help inform this debate through simulation. Even though there are many areas of possible future
work, the model presented in this paper allows us a means of estimating risk and promotive scores for envi-
ronments and observing how youth may interact with their environments to simulate prosocial and antisocial
development from the bottom up. Not only does this help improve our understanding of delinquency at the
individual level but demonstrates how agent-basedmodels can be usedwithin the field of social work and thus
helps open up new areas of research that promote wellbeing of societies.

Model Documentation

Themodel itselfwas created inNetLogo version 6.1.0 (Wilensky 1999) andadetailedOverview, Design concepts,
and Details plus Decision (ODD + D) protocol (Müller et al. 2013) document, which extends the ODD protocol
(Grimm et al. 2006) is available at: https://bit.ly/YaTASERPS. We provide this documentation in order to
provide more details about the model and aid others in replicating the results presented in this paper along
with extending the model if so desired.
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