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ABSTRACT
Functional Magnetic Resonance Imaging (FMRI) is a noninvasive 
test to analyze several medical ailments by using magnetic reso
nance imaging (MRI) to detect the abnormalities in the active part 
of the brain and evaluate the minute changes in the blood flow, 
which cannot otherwise be accomplished with other imaging 
techniques. With its vast applications in healthcare, it has become 
one of the most explored studies by the researcher’s community, 
therefore, the current paper aims to address a comprehensive 
systematic literature review (SLR) of the application of FMRI in 
healthcare. The SLR scrutinized and assessed the currently avail
able literature using inclusion and exclusion criteria. The chief 
motive of conducting SLR on the current research was to eradi
cate the biases and make it more systematic as compared to the 
informal literature review. The outcomes of the review state that 
due to accessibility of the public datasets and the data augmen
tation practices, the application of FMRI in Healthcare has remark
ably raised from the last five years and its application is practically 
available for every disease diagnosis. The performance of the 
diagnosis of the disease is more effectual and proficient as 
equal to the human experts performing it manually.
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Introduction

Artificial Neural Network (ANN) is the network of neurons which are con
nected together. Deep Learning is the study of ANN (LeCun, Bengio, and 
Hinton 2015). Deep Learning is considered as the fourth industrial revolution 
(4IR) due to availability of huge amount of data (labeled or unlabeled) and 
data generation techniques such as GANs (Goodfellow et al. 2014).

The major application of the Deep Learning is the Healthcare. With the help 
of Deep learning, we can not only diagnose the disease but also predict the 
future occurrence of diseases. The rises in the application are due to 
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availability of lots of public datasets such as ChestX-ray14 datasets (Rajpurkar 
et al. 2017) for pneumonia detection, Autism Brain Imaging Data Exchange 
(ABIDE) (Martino et al. 2014) for the detection of autism spectrum disorder 
(ASD), Alzheimer’s Disease Neuroimaging Initiative (ADNI) (Petersen et al. 
2010) for the detection of Alzheimer disease and many more. Similarly, there 
are many challenges like Grand Challenges in Medical Image Analysis (Grand 
Challenge, 2021), Automatic Non-rigid Histological Image Registration 
(ANHIR) (Anhir Grand Challenge, 2021) challenge and Challenges in 
Global Health and Development (Grand Challenge Maps, 2021) Problems 
was held for increasing the performance of diseases diagnosis on respected 
datasets. Among the different modalities of images for disease diagnoses 
Functional Magnetic Resonance Imaging (FMRI) is important and most 
widely used neuroimaging technique which is specifically used for under
standing the brain activity.

Healthcare is risky field which is directly concerned with the life of human 
beings. In one year, lots of people lost their life due to certain disease and also 
in developing countries like Pakistan where many peoples even do not able to 
diagnose the disease earlier due to poor health facilities and financial issues 
illustrated in Figure 1. Artificial Intelligence provides the facility of effective 
and efficient diagnosis, prognosis and treatment as well. The below graph 
shows that huge amount of population died due to cardiovascular diseases, 
cancer, and lung diseases, respectively, and early diagnosis and prognosis 
increases the chances of patient survival rate.

So, it is observed that Healthcare is important field of research and spending 
therefore in this review we are going to address the comprehensive application 
of FMRI in Deep Learning for medical disease diagnosis.

Figure 1. World overall causes of death in 2017 (Our world in data, 2021).
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Medical image classification is an important research topic and is widely used 
in the treatment of various diseases. In the past few years, traditional machine 
learning classifiers have been used extensively for the diagnosis of such diseases, 
but they are not speed and space efficient (Razzak, Naz, and Zaib 2018). 
Therefore, researchers have moved toward the deep neural network models as 
their performance is relatively very high (Zhao et al. 2016). Convolutional 
Neural Network (CNN) gives the best result when used for different classifica
tion tasks. A wide variety of research has been conducted in this area where 
researchers have used CNN for effective classification and diagnosis of different 
diseases using medical images. In CNN, the step of feature selection is done by 
the algorithm itself because of which it increases the performance of the 
algorithm (Hijazi, Kumar, and Rowen 2015). Transfer learning is a technique 
in which already trained model is used for classification of other problems. 
Some of the layers from the trained models are used for solving or classifying 
the new problem of interest. Most of the problems related to CNN are solved 
using method of transfer learning which saves the time and reduces the com
plexity as well. Different architectures of CNN can be used and with the help of 
them high accuracies can be achieved (Jmour, Zayen, and Abdelkrim 2018).

Human brain is considered as the most intricate organ of the human body 
which subsumes into hundreds of billion nerve cells that are further linked with 
thousands of other nerve cells. Therefore, a minute injury or disease can lead to 
drastic impairments (Mohsen et al. 2018). However, the neuroscientists and 
brain researchers have mastered a colossal amount of physical linkage in the 
brain with addition to how the complex nervous system supplies and processes 
the information (Pennese et al. 2015). Currently, most of the human brain 
research, circles around noninvasive methodologies which limits the analysis of 
the brain at cellular level, i.e., Magnetic Resonance Imaging (MRI). To over
come the limitations of noninvasive diagnostic approaches, FMRI, a medical 
imaging technique, was brought to light by Seiji Ogawa in 1990, which escorted 
novel insights into the advancement and treatment of copious neurological 
disorders (Cohen et al. 2017). It assesses the brain activity by utilizing the Blood 
Oxygen Level-Dependent (BOLD) signals over time that accord cognizance of 
local actions of the neurons. The interdisciplinary study of FMRI is highly 
influenced by signal processing, graph theory and machine learning (Liu 2016). 
In recent times machine learning has acquired quite an emerging interest of 
brain researchers utilizing several algorithms to train the classifiers to decode 
the activities of the stimuli and other variables of interest from FMRI data 
Holzinger 2016). Techniques in supervised learning are used for the prediction 
and classification of various aspects for an example, patient’s disease prognosis 
and his prediction of its treatment. Similarly, unsupervised learning techniques 
focuses on the structure of multiple functional networks within the brain and 
divulge its structure and dynamics. Pattern recognition has also aided in 
recognizing the patterns of the brain (Garg 2017). Both these studies have 
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offered a series of powerful tools and techniques to neuroimaging data analysis. 
In 1990, FMRI was initially been used which is a medical imaging technique 
that assesses the activities and behaviors of the brain (Kwong et al. 1992), 
(Ogawa et al. 1992). The study of FMRI deals with the associations between 
the activation of the brain and the responsibilities accomplished by the parti
cipants during a brain scan (Amaro and Barker 2006). It evaluates the brain 
activity by consuming the Blood Oxygen Level Dependent (BOLD) signals over 
time that accord cognizance of local actions of the neurons. With the progres
sion in the fields of image processing, machine learning, virtual reality, and 
artificial intelligence, the extension of the applications of FMRI to routine and 
nonclinical situations has brought a great breakthrough currently (Frackowiak 
et al. 2004), (Toga and Mazziotta 1996). The applications encompassed the 
techniques for the subject stimuli generation, experiment control, and the 
combined activation of stimuli tracing . MediaStim framework (Ford et al. 
1998) was initiated for the multimedia data analysis and authoring in neuroi
maging. Numerous computational methodologies have extensively been used 
(Shereena and Raju 2016) that comprised of copious statistical methods 
(Mahmoudi et al. 2012) and preprocessing techniques for the reduction of 
noise and enhancing quality (Somkuwar and Bhargava). FMRI is broadly 
applied in various subjects that include economics, neuroscience, computer 
science, psychology, and political science (Lindquist et al. 2020). The software 
used most extensively in the study of image analysis and segmentation with 
FMRI data include, SMP and FSL of MatLab (Pinho et al. 2013).

Based on the previous prominent literature review we are going to answer 
the following questions: 

RQ1) Is proposed method detecting disease accurately?

RQ2) What will be the future of Healthcare and How it will affect the human 
being?

RQ3) Is performance of Automatic disease diagnosis being better than human 
experts?

RQ4) Proposed method contribute to medical world as a life savior.

The rest of the paper is organized as follows. The next Section II will include 
comprehensive review of some literature of application of FMRI in Biomedical 
Imaging. The answer of the above asked questions is mentioned in discussion 
Section III. Finally, the last Section IV will conclude our review with future work.
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Research Methodology

In the current research our aim is to perform a systematic literature review 
(SLR) on the application of FMRI in disease diagnosis. In the following SLR we 
had scrutinized, organized and assessed the current available literature related 
to the disease diagnosis with FMRI by using inclusion and exclusion criteria. 
The chief motive of conducting SLR on the current research is to eradicate the 
biases and make it more systematic as compared to the informal literature 
review. Following are the three core phases of our SLR methods that include, 
planning the review, conducting the review and then reporting the review. 
Figure 1. Represents the phases of SLR.

Phase 1: Planning the Review

The first step of our proposed research is to derive research questions related 
to extensive applications of FMRI in disease diagnosis. We selected a suitable 
data warehouse, enlisted the search strings, stated the inclusion, and exclusion 
criteria and then defined the quality evaluation criteria. One by one all these 
steps are defined in detail below.

Research Questions
The current research is focused on the comparative literature review of the 
application of FMRI in the disease diagnosis. Based on the previous prominent 
literature review we will answer the following research questions: 

RQ1: Is the proposed method detecting the disease accurately?

RQ2: What will be the future of healthcare and how it will affect human 
beings?

RQ3: Is the performance of Automatic disease diagnosis better than human 
experts?

RQ4: Is the proposed method contributing to the medical world as a life 
savior?

Data Sources
An opposite data warehouse was acknowledged in the light of previous 
research works. List of data warehouses are specified in Table 1.
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Search Strings
The comprehensive search strings were developed using the key search terms 
used in the title. These terms were based on the existing research articles of 
disease diagnosis using FMRI. The search strings along with their repositories 
that were searched for the current research are listed in Table 2.

Inclusion Criteria
Following are the criteria that was used to select which type of literature 
explored by the search strings will be effective for data extraction.

● Each paper must be in journal or conference.
● Papers should be related to FMRI.
● Papers that have our search strings in their titles are selected.
● Then these paper’s introduction and conclusion are studied.
● In next phase all these papers’ introduction and conclusion is read.
● In the next phase all these papers are thoroughly read.
● Papers should be in English.
● Papers published between January 2014 to December 2020 are 

considered.

Exclusion Criteria
The exclusion criteria disregard the irrelevant findings from the total selected 
literature associated with the search strings. Following are the exclusion 
criteria for the current research:

● Eliminate the papers that do not have our search strings.

Table 1. Data search sources.

Electronic databases
IEEE Xplore 

(http://ieeexplore.ieee.org).

ACM Digital Library (http://dl.acm.org).
Springer Link (link.springer.com).

Searched items Journal, and conference papers Full text
Search applied on We avoid missing any of the paper that do not include our

search keywords in titles or abstracts, but are relevant to
Language the study of FMRI and its application in disease diagnosis.

English
Publication period From January 2014 to December 2020
Search mechanisms The digital libraries varied in their search mechanisms and

capacities: our search strings were amended appropriately.

Table 2. Research string used.
Keywords Repositories

FMRI & disease IEEE
FMRI of early disease detection ACM
FMRI Springer
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● Papers in case of replication, the most complete and latest version of 
paper published are included.

Study Quality Evaluation
Based on the inclusion and exclusion criteria, we have selected the papers for 
the current research review. The QE checklist comprises four questions (QE1– 
QE4). For every provided item (QE1–QE4), the quality evaluation score (QES) 
was assigned in Table 3. The questions of quality evolution criteria (QE1– 
QE4) are useful to measure the extent to which a paper is effective and 
appropriate for addressing the research question of the current research. 
Furthermore, the aim of study quality assessment is to ensure that 
a particular study finding will make a valuable contribution to our SLR.

Primary Study Selection
Initially, 70 research works were explored using the search strings from the 
mentioned online repositories in Table 2 by following an inclusion criteria and 
exclusion criteria. The selected research papers were processed to improve 
using the tollgate approach. This method followed five phases shown in Table 
4 and Figure 2.

After the tollgate method was applied, 20 research papers got shortlisted out 
of 50. The selected studies were evaluated with the mentioned QE criteria. 
A list of the finally selected articles is given in Appendix A. Every selected 
primary study was labeled as [SP] to indicate it as the SLR study.

Table 3. Quality evaluation criteria of selected studies.
QES Quality evaluation criteria

QES-1 Articles were given a score of ‘1′ that had the answer on the checklist.
QES-2 Articles were ascribed ‘0.5′ score that comprised partial answers to the checklist.
QES-3 Articles were assigned a ‘0′ score that did not contain any answer to the checklist.
QE questions Quality evaluation questions checklist
QE1 Is the research method addressing the research questions?
QE2 Does the study deal with any application of FMRI?
QE3 Is the gathered data discussing application of FMRI in disease diagnosis?
QE4 Are the acknowledged results allied to the justification of the research questions?

Table 4. Tollgate approach.
OD P-1 P-2 P-3 P-4 P-5 %(N = 20)

ACM Digital Libra 23 17 13 11 7 7
IEEE Xplore 31 23 11 9 8 8
Springer Link 16 12 10 9 5 5
Total 70 52 34 29 20 20

OD = online databases, P = phases, % percentage of occurrence
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Data Extraction and Synthesis
The process of data extraction investigates the gained information from the 
selected studies that relates to our research questions. For data extraction 
firstly, we develop a formal form by using Microsoft Excel Sheet to record 
the study-wise concepts, ideas, contributions and findings. The following data 
was extracted by using this form.

● Study title
● Publication year
● Used research methods

The chosen studies were studied carefully to excerpt the concepts, notions 
and contributions related to the application of FMRI in biomedical imaging by 
the first two authors. The remaining two authors carefully reviewed the data 
extracted from selected studies to reduce the biases of researchers thus enhan
cing the validity of the application of FMRI in disease diagnosis.

Figure 2. Tollgate approach for paper selection.
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Phase 3: Reporting the Review

Quality Attributes
The quality evaluation (QE) score for all the shortlisted research papers which 
were determined based on four QE questions. This analysis of the QE score 
indicated to which extent the selected papers are effective to answer the 
research questions of the current study.

Temporal Distribution of the Selected Primary Studies
For the selected primary articles, the publication years were selected from 
January 2014 to December 2020.

The bar plot of the final selected papers is presented in Figure 3. The figure 
shows that out of overall 21 papers selected nine were from springer, nine from 
IEEE, and three from MDPI.

Literature Review

The selection criteria in term of keyword searching and Repositories are 
shown in Table 5.

(Ramzan et al. 2020) trained a deep residual neural network combined with 
other transfer learning techniques for Alzheimer disease classification into 
cognitively normal (CN), significant memory concern (SMC), early mild 
cognitive impairment (EMCI), mild cognitive impairment (MCI), late mild 
cognitive impairment (LMCI), and Alzheimer’s disease (AD), respectively. 
Subsequently, the performance of proposed study was compared with other 
Alzheimer detection strategies. The datasets used in the experimentation was 

Figure 3. Total number of final selected papers.
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Alzheimer Disease Neuroimaging (ADNI) and ImageNet. The performance of 
proposed method was evaluated by using precision, recall, f1 measure, AUC 
and ROC metrics. The accuracy of CN, SMC, EMCI, LMCI, MCI, and AD 
were 100%, 96.85%, 97.38%, 97.43%, 97.4%, and 98.01%, respectively.

Table 5. Research paper selection criteria.
Ref. Keywords searched Repositories

1. FMRI & Disease IEEE
2. FMRI for Early disease Detection ACM
3. FMRI Springer

Table 6. Summary of literature review.
Ref. Proposed method Accuracy

(Ramzan et al. 2020) Trained a deep residual neural network combined 
with other transfer learning techniques for 
Alzheimer disease classification into different 
categories

The maximum accuracy was 100% for 
CN

(Duc et al. 2020) Proposed and train CNN from scratch for early 
detection of Alzheimer disease

The accuracy of proposed method 
was 85.27%

(Aghdam, Sharifi, and 
Pedram 2018)

Proposed a DBN for the detection of ASD in 
children by using the combination of rs-fMRI 
and structured-MRI

The maximum accuracy of proposed 
method was 65.57%

(Bi et al. 2020) A multiple statistical strategy was evaluated to 
predict brain pathological areas and also to 
detect the discriminative genes related to 
Parkinson disease

The evaluation metric used in the 
method was accuracy and achieve 
accuracy of 88.1%

(Oh et al. 2019) Proposed an unsupervised convolutional 
autoencoder network was used for the 
classification of AD and normal control (NC)

The achieved accuracy of proposed 
method was 86.6%

(Khazaee, 
Ebrahimzadeh, and 
Babajani-Feremi 
2016)

A statistical analysis of graph measurement of 
brain signals and multi-class Support Vector 
Machine (SVM) algorithms were proposed for 
the classification HC, MCI, and AD

The classification accuracy of 
proposed was 97.57%

(Sheng et al. 2020) JHCPMMP was used form Data preprocessing 
then LR-RFE was used for feature selection and 
finally SVM, logistic regression and KNN was 
applied for classification

The maximum accuracy of 89% was 
achieved by applying SVM

(Shi and Liu 2020) HHT was used for decomposing rs-FMRI into 
intrinsic mode functions. Then, HWFs was 
applied to detect ROI and finally, SVM was 
implemented to classify MCI into different 
stages

The classification accuracy of 
proposed method was 87.94%

(Moti et al. 2008) To characterizing colorectal hepatic metastases 
the proposed method is using fMRI statistics, 
model helps in following their early 
hemodynamical changes

The classification method has 
classification accuracy of 
approximately 90%

(Neehal et al. 2020) SVM classifier to classify with prediction of 
Parkinson’s disease their goal is to detect it in 
early stages

The classification accuracy of 
proposed method was 99.76%

(Manokar et al. 2012) Decomposition and classification of FMRI images 
that belongs to patient having Alzheimer’s and 
Tumors positive based on neural networks

The classification accuracy was 
between 60% and 70%

(Dachena et al. 2020) Proposed a method to classify or discriminate 
Alzheimer’s disease using support vector 
machine with feature selection technique

The model provides the classification 
accuracy of 97.22%

(Huang, Liu, and Tan 
2020)

Proposed a multitask learning that enables 
diagnose of ASD and attention deficit 
hyperactivity disorder by using resting state 
FMRI data sets

The accuracy of ASD and attention 
deficit hyperactivity disorder is 
65%

APPLIED ARTIFICIAL INTELLIGENCE 1429



Similarly, (Duc et al. 2020) proposed a Convolutional Neural Network 
(CNN) method for the detection of Alzheimer disease then the Mini Mental 
State Examination was predicted by using different machine learning techni
ques such as linear least square regression, Support Vector Machine, bagging 
based methods and tree-based method. The datasets used in the experimenta
tion was obtained from Chosun University National Dementia Research 
Center (Gwangju, South Korea). The AD detection accuracy of proposed 
CNN was 85.27%. By applying Table 6 ensemble of all machine learning 
method, the lowest root mean square error was (3.27 + 0.58) and highest R2 

was (0.620 + .02).
(Bi et al. 2020) proposed a deep feature extraction method for the AD 

detection. Specifically, the CNN was used to learn deep regional connectivity 
features and Recurrent Neural network method was used to learn adjacent 
positional features. Then the performance of AD detection was improved by 
using Extreme Learning Machine (ELM). The ADNI datasets was used in the 
experimentation. The AUC, accuracy, and recall were the evaluation criteria 
used in the experimentation.

(Aghdan et al. 2019) proposed a CNN based model for the detection of ASD. 
The proposed CNN was the combination of different classifiers. Additionally, 
the comparison among the techniques was also performed. The performance of 
proposed method was evaluated on Autism Brain Imaging Data Exchange 
(ABIDE I and ABIDE II) datasets. The ABIDE I datasets is composed of 116 
entries out of which 62 are typical control (TC) and 54 are ASD entries. 
Similarly, the ABIDE II is composed 343 entries out of which 187 are TC and 
156 are ASD. The accuracy, sensitivity and specificity on ABIDE I was 0.72, 
0.712, and 0.73, respectively. Subsequently, the accuracy, sensitivity and speci
ficity on ABIDE I was 0.7, 0.582, and 0.804, respectively. Similarly, the accuracy, 
sensitivity, and specificity on combination of ABIDE I and ABIDE II were 
0.7045, 0.679, and 0.7421, respectively. Similarly, (Aghdan et al. 2018) they also 
proposed a Deep Belief Network (DBN) for the detection of ASD in children by 
using the combination of rs-FMRI and structured-MRI. A DBN is defined by 
the stack of Restricted Boltzmann Machine (RBM). Therefore, multiple stacks 
of RBM were trained in the proposed method. The performance of proposed 
method was validated by using ABIDE I and ABIDE II. The accuracy, sensi
tivity, specificity and F1-score of the proposed method were 65.56%, 84%, 
32.96%, and 74.76%, respectively.

(Bi et al. 2020) performed the data analysis of Parkinson disease. 
Specifically, a multiple statistical strategy was evaluated to predict brain 
pathological areas and also to detect the discriminative genes related to 
Parkinson disease. The datasets used in the analysis were ADNI and 
Parkinson Progression Markers Initiative (PPMI). The PPMI was specifically 
used to discriminate genes. The experimentation results were evaluated by 
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using accuracy. The results indicate that combination of clustering evolution 
random forest (CERF) and Pearson were better than other techniques in term 
of accuracy which was 88.1%.

(Oh et al. 2019) proposed CNN for AD detection. Specifically, an unsuper
vised convolutional autoencoder network was used for the classification of AD 
and normal control (NC) additionally, transfer learning technique was used 
for the classification of progressive mild cognitive impairment (pMCI) and 
stable mild cognitive impairment. The validation of proposed method was 
performed on ADNI datasets and classification accuracies of AD and PMCI 
were 86.60% and 73.95% respectively.

Similarly, (Khazaee, Ebrahimzadeh, and Babajani-Feremi 2016) proposed 
a combination of graph theory and machine learning for the classification 
of AD and Healthy control. Precisely, statistical analysis of graph measure
ment of brain signals and multiclass Support Vector Machine (SVM) algo
rithms were proposed for the classification HC, MCI, and AD. The datasets 
used for the validation were ADNI datasets. The accuracies for classifying HC 
from AD and MCI, AD from HC and MCI, and MCI from HC and AD, were 
87.3%, 97.5%, and 72.0%, respectively.

Recently, (Sheng et al. 2020) used a basic machine learning technique for 
distinguishing the AD, cognitive impairment (MCI) from HC. Specifically, 
a joint human connectome project multimodal parcellation (JHCPMMP) was 
used form Data preprocessing then logistic regression recursive feature elim
ination (LR-RFE) was used for feature selection and finally SVM, logistic 
regression, and KNN was applied for classification. The datasets used by 
them was ADNI. The maximum accuracy was obtained by using SVM, i.e., 
89% for AD vs. MCI vs. HC.

(Shi and Liu 2020) proposed a classification framework for the detection 
MCI. First of all, HilbertHuang transform (HHT) was used for decomposing 
rs-FMRI into intrinsic mode functions. Then, Hilbert weighted frequencies 
(HWFs) was applied to detect Region of Interest (ROI) and finally, SVM was 
implemented to classify MCI into different stages. The validation of proposed 
method was performed on ANDI datasets. The accuracy of the proposed 
method was 87.94% and decrease to 81.56% when noise was introduced.

(Bruening et al. 2015) proposed an algorithm named partial voluming effects 
correction (PVEc) to produce CBF images. These images have independence 
theoretically of associated PVE and the tissue content. Tissue information has 
been taken from structural images having high resolution by using that tissue 
information CBF has been computed. Limitation of their proposed algorithm is 
inherent smoothing of functional data has been introduced in this PVEc method.

(Moti et al. 2008) presented a model based on FMRI that helps in early 
detection of liver metastases. To characterizing colorectal hepatic metastases 
the proposed method is using FMRI statistics, model helps in following their 
early hemodynamical changes. To differentiate metastatic and healthy tissues 
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of liver a classification model has been presented with accuracy of 84.38% 
having precision of 80%. This approach is not helping in completely automatic 
detection of metastases, classification model has accuracy lesser than 90% 
more achievement required in this regard.

(Neehal et al. 2020) used SVM classifier to classify with prediction of 
Parkinson’s disease their goal is to detect it in early stages. In proposed 
model they have achieved 99.53% of sensitivity whereas model is accurate 
upto 99.76% specificity of 100%. Limitation in proposed solution is accuracy 
is only dependent on 8 subjects, accuracy may vary if there are more 
subjects.

(Al-sharoa, Al-khassaweneh, and Aviyente 2018) proposed a framework 
that shows evolution of FMRI connectivity of networks that are constructed 
across different region of interests. By using tucker decomposition of tensor, 
the proposed method is based on determination of subspace that describe the 
community structure. Results showing dynamic connectivity of brain.

(Guo and Zhang 2020) used neural network functionality approach that allows 
detection of Alzheimer’s disease recognition. As compared to R-FMRI results the 
proposed learning method is significantly much improved and standard devia
tion has been reduced by 45%. Methodology includes classification of R-FMRI 
model, Brain networks development, autoencoder pretraining. Due to variation 
in classification based on random data sample production the experimentation of 
model should be repeated ten times which is a limitation of proposed method.

(Manokar et al. 2012) present decomposition and classification of FMRI 
images that belongs to patient having Alzheimer’s and Tumors positive, the 
proposed method is based on neural networks. Cannys edge detection algo
rithm has been used to find optimal edges of any image. However, the 
percentage of accuracy is 50 to 60 which could be enhanced.

(Li et al. 2018) proposed method to detect Alzheimer’s disease using smaller 
datasets in perspective of knowledge transfer. In proposed method disparity 
among different datasets has been diminished and accuracy increased by 20% 
which is quite significant. Proposed method is intended toward addressing the 
problem due to smaller datasets. Methods seems qualitative but measurements 
that shows quality should be quantitative and discrete, it is unknown whether 
change in dataset cause variation in accuracy or not.

(Dachena et al. 2020) shows application of MRI, FMRI and cognitive data 
for Alzheimer’s disease detection. A method has been proposed to classify or 
discriminate Alzheimer’s disease using support vector machine. Multimodel 
approach has been used in order to get satisfactory results, the model provides 
accuracy of 95.65% whereas specificity is 97.22% and 93.39% of sensibility. 
Proposed method is only tested on a single data set which is considerably 
limitation of method.
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(Hanson, Westlye, and Lundervold 2014) proposed a data-driven 
approach that address graphs which are subject specific as well as threshold 
on different level. The study illustrated on simple synthetic graphs and tested 
on state FMRI of healthy people that have varying genetic risks of 
Alzheimer’s disease.

(Huang, Liu, and Tan 2020) proposed a multitask learning that enables 
diagnose of ASD and attention deficit hyperactivity disorder by using resting 
state FMRI data sets. Proposed method includes graph-based feature selection 
to filter out irrelevant features. The classification performance achieved are a) 
mean accuracy of 0.687 with tolerance of 0.005 b) accuracy in ASD and 
attention deficit hyperactivity disorder is 0.650 with 0.014 of tolerance.

Discussion

A comprehensive literature review of F-MRI for disease detection is per
formed. In this review, total 20 paper from IEEE, ACM and Springer is 
selected by using different variant of F-MRI keywords. We examined 20 latest 
research papers and individual proposed research method is explained in 
details with their corresponding datasets and results. Based on the review, 
we observed that Convolutional Neural Network is the most widely used 
technique in F-MRI modalities. Subsequently, transfer learning is also widely 
used for disease diagnosis in F-MRI. Similarly, we also observed that F-MRI is 
mostly used for ADNI detection with maximum accuracy of more than 90%. 
The review also reveals the fact that with the development of powerful Deep 
learning libraries (Keras and TensorFlow) and more computation power, the 
application of Artificial Intelligence in medical imaging is tremendously rises.

In introduction section four question were coined;

(1) Is proposed method detecting disease accurately?

To the best of our knowledge the maximum classification accuracy of ADNI 
was 95% and classification accuracy of Parkinson disease was approximately 
97% which shows the effectiveness of disease detection using Deep learning for 
F-MRI modality. Similarly, maximum sensitivity and specificity was between 
97% and 99% for ADNI and 95% and 98% for Parkinson disease.

(1) What will be the future of Healthcare and How it will affect the human 
being?

In future, due to availability of deep learning libraries and more computa
tion power we are not only able to diagnosis the disease efficiently but also able 
to find the complex patterns in the datasets. Nowadays, particularly in 
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developing countries the manually diagnosis and prognosis of diseases are 
expensive, time consuming and inefficient but in future we world not able to 
diagnosis easily but also able to find the complex pattern in F-MRI datasets.

(1) Is performance of Automatic disease diagnosis being better than human 
experts?

With the help of Artificial Intelligence specifically machine learning, we can 
achieve approximate or more accuracy for disease diagnosis and prognosis 
with little resources and low time complexity as compared to human experts. 
Therefore, we conclude that performance of automatic disease diagnosis is 
better than human performance.

(1) Is proposed method contribute to medical world as a life savior?

Efficient diagnosis of any disease plays important role in the savior of life. 
As the literature review reveals the accuracy of disease diagnosis is more than 
95% therefore, we conclude that the efficient disease diagnosis through F-MRI 
using machine learning is consider as life savior.

The summary of the findings is listed in Table 7.

Conclusion and Future Work

In this paper, a comprehensive literature review of the application of FMRI in 
disease diagnosis is performed. Based on the review, it is concluded that, due to 
availability of public datasets learning and data augmentation techniques the 
application of F-MRI in Healthcare tremendously rises from last five years and 
almost every disease is diagnosis easily. The performance of disease diagnosis is 
more effective and efficient as compared to human experts However, the 
prognosis of the disease is not efficient at this time due to insufficient of patterns 
data but we can able to predict the cause of certain disease in near future 

Table 7. Summary discussion.
Research questions Discussions

RQ1: Is the proposed method detecting the disease 
accurately?

Maximum Accuracy: ADNI: 95%, Parkinson disease: 97% 
approximately 
Sensitivity &andSpecificity: ADNI: 97% and 99%, 
Parkinson disease: 95% and 98%

RQ2: What will be the future of healthcare and how it 
will affect human beings?

Manual diagnosis and prognosis of diseases: expensive, 
time consuming, inefficient 
Future: efficient, more computational power, find 
complex patterns

RQ3: Is the performance of Automatic disease 
diagnosis better than human experts?

High accuracy, little resources, less computational power, 
low time complexity, less effort 
efficient than manpower

RQ4: Is the proposed method contributing to the 
medical world as a life savior?

Accuracy of disease diagnosis achieved: more than 95%
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efficiently. In future, we are interested to review the more categories of the 
Medicals with more focus on the technical content of the respective architecture 
because this effort is more toward theoretical contents. For instance, in addition 
to current research columns another column which contain information about 
the numbers of hidden layer should be added.
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