British Journal of Mathematics & Computer Science %3
4(10): 1437-1449, 2014 />

% /
SCIENCEDOMAIN international i@%’ \

: . SCIENCEDOMAIN
www.suencedomam.org

An [tem Response Model for Understanding Item
Non-responsein Ghanaian Surveys

N. K. Frempong'’, I. Wahab Abdul* and E. Okyere?

'Department of Mathematics, College of Science, KNUST, Ku@haha.
’Department of Computer Science, Catholic University Coltégghana, Sunyani — Brong Ahafo,
Ghana.

| Original Research Article | Received: 24 July 2013

Accepted: 17 October 2013
Published: 25 March 2014

Abstract

Survey research has been widely used in public opinion redbsea Ghana. Ghanaign
researchers are happy about data richness and theyamaterned about data quality. In this
paper Item Response Theory (IRT) has been used to identifyasieappropriate IRT model for
understanding item. The techniques are appropriate and practical
A questionnaire data on Ghana collected in thevve of the World Values Survey was uged
for the analysis. The five categories of survey questibas dre most difficult to answer Qy
respondents werkife Related Questions, Value Related Questions, PoliRethted Questions
Income Related Questions and Democracy Related Questiorssinlylior ‘don’t know’
responses were assigned a 0 score, and 1 was assigaedwered items. The data was
analysed based on four IRT models namely, the constrainschRaodel, the unconstrained
Rasch model, the two parameter logistic model, and the paneeneter logistic model. These
models were explored to determine the most appropriate|rfardihe data. In this paper, the
unconstrained Rasch model emerged as the best model fostamdiamng item non-response. We
found that, income related questions had the highest diffiqudrameter, hence the mast
difficult category of survey questions to answer. #isvalso found that, if an individual does not
answer a survey question or give a ‘don’t know’ answeés,not only because of the question’s
difficulty but also because the respondent doesn’t want tweans

Keywords: Item Non-response, Item Response Theory (IBiigonstrained Rasch Model, World
Values Survey.

1 Introduction

As statisticians, we use data gathered from surveys dke ninformed decisions and give
recommendations to clients on ways to improve their eggecutcomes. In today’'s survey
research industry, we do a lot to help ensure our dath eeg@in standards: screener questions
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target the specific audience we want, online panels tadeynsteps to ensure their samples
contain the target we need, we weight respondents tohnsgtcific population demographics,
etc. However, one of the most over-looked problems is thamoofresponse bias. In data
collection, there are two types of non-response: item artdnoniresponse. Item non-response
occurs when certain questions in a survey are not answgraddspondent. Unit non-response
takes place when a randomly sampled individual cannot ttacted or refuses to participate in a
survey. Among all such concerns, item non-response has caasglarchers’ special attention.
Comparative studies are hugely affected by this problbot what should we do when
confronting a large amount of item non-response whilkistédrested in drawing valid inferences
from the available data since it is obviously not approgrta ignore it and discard all ‘don’t
know’ answers. Proper understanding of the missing data misohacan be a huge step in
dealing with item non-response. It has been argued that) védspondents fail to answer a survey
guestion, there are three possible meaniBgsr't know, Don't care, or Don’t want to telDon’t
know, as an easy expression of no idea, no opinion, and hattbtse, is mainly because of
ignorance, ambivalence, or idea conflicts. Don't cdiggloses to what extent a respondent makes
efforts to formulate an answer to a survey questionthls case, respondents’ interest in the
question or in the survey as a whole may play a roleem iton-response. Don’t want to ted,
usually associated with political context and prevalentatowrms. Respondents may fail to
answer questions because of political fear or socialatekiy. However, item non-response in
Ghanaian surveys is often speculated as a problem but raselgrched. Even without sampling
problems, this should be a great concern for those whmolliurvey in Ghana. It is suspected
that the prevalence of item non-response problems may b dlne fact that ordinary Ghanaian
people may lack cognitive abilities to form concrete opinionseftain survey questions due to
their low education level. According to [1], item non-resgoissthe failure to obtain information
for a question within an interview or questionnaire. Even thatgasults in missing values to
particular questions, it does not mean that item non-regp@ails to contain any information.
Rubin in 1976 differentiated among three kinds of item-remponse according to the underlying
missing data mechanismmissing completely at randofiMCAR), missing at randoniMAR), and
missing not at randortMNAR). To define the three kinds of item non-responsed{&jnguished
between the observed dafg, and the missing dat4,;,;. These constitute the complete data
matrix Y = (Y,ps, Ymiss) - We adapted this notation to the latent variable fraonkew is the
complete data matrix that consists of the observed liemponse¥,,; and the omitted responses
Yiss Of thek itemsY; toY,, indexed byi. The values of a latent varialffecan also be considered
to be missing data. The MCAR is the case where thakditbn of the item non-response data is
independent of the item response data. The MAR holds ifdikgibution of themissing
mechanism is only dependent on the observed data but not defpendiee unobserved values of
the missing data. The third type, called MNAR is the @ipoof MAR. This means the
conditional distribution of the missing data given the olestrdata depends on the unobserved
data and possibly the latent variable(s). Iltem response t(igoFy relates characteristics of items
(item parameters) and characteristics of individuate(it traits) to the probability of a positive
responsedeveloped for dichotomous and polytomous data. In each caserdbabitity of
answering correctly or endorsing a particular responggesat can be represented graphically by
an item (option) response function (IRF/ORF). Thesetfans represent the nonlinear regression
of a response probability on a latent trait, such as consaientigs or verbal ability [3].

This paper was motivated by the need to liem Response TheoriR({l) to identify the most
appropriate IRT model for understanding item non-responseitifg the categories of survey
questions that are most difficult to answer by respondeants; find out the reason behind ‘don’t
know’ responses and missing data.
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2. Methodology

2.1 Data and World Value Survey Definition

Data for this study was obtained from the World Values Suribe World Values Survey (WVS
is a global research project that explores people’s valnddeliefs, how they change over time
and what social and political impact they have. It is edrout by a worldwide network of social
scientists who, since 1981, have conducted representathi@nalasurveys in almost 100
countries. The WVS originated from European Values S{}S) and extended to countries
outside Europe in 1981, which constituted the first wakkeghe WVS. The surveys aim to be
longitudinal as well as cross-cultural. THE @ave was conducted in 1990, ten years after the 1
and embraces 42 countries. The interval between the wagesheeened to 5 years for the third
in 1995, fourth in 2000, and fifth in 2005 waves, which includearid 64 countries separately. In
total, the WVS covers 81 societies. The data on Ghama the §' wave [4] was selected for this
study. The WVS was conducted by the Institute of SociaeReh at the University of Michigan
(ISR) in collaboration with leading survey research orgaioizatin each country. The Ghanaian
survey in this wave was conducted by these principal iigagets Markinor Thinking, Tracy
Hammond and Mari Harris. The survey covers a variety @areb topics, such as socio-cultural,
moral, religious, and political values and attitudegnhploys detailed questionnaires and face-to-
face interview techniques in methodology. Representasingkes were drawn from each country
and the number varies from 1000 to 3500 per country. The speréyd for Ghana was from #9
February to 0% April 2007 which included a sample of about 1,534 indigldu

2.1.1 Sample selection

Respondents due to limitation of cognitive ability may be medi not to answer or give ‘don’t
know’ answers to difficult questions, or to sensitive goestdue to social desirability or political
fear. The WVS covers a variety of topics that can be usddstothe effects of respondents’
cognitive ability on item non-response. We grouped allgbhestions into six categories: Life
Related Questions (LRQ), Value Related Questions (VRQIfical Related Questions (PRQ),
Income Related Questions (IRQ), Democracy Related @@uss(DRQ), and questions on socio-
demographic features. Life related questions include thosattitndes to life, confidence,
marriage, religion, and morality whereas value related tiumess consist of those reflecting
personal values on environment, country priority, and future ckamysitics related questions
include questions on institutional trust, politicalteys, and international politics. Income related
questions consist of those relating to family savings, and sfaiecome whiles democracy
related questions consist of those on governance and demodnacyodio-demographic features
include age, sex, educational level, and employment s@uestions in all six categories can be
sensitive depending on social and political contexts. We ¥irsalected one question randomly
from each of the categories except those on socio-demogifaalires (since all questions in that
category were all answered) to be used for the IRT modelimd) construction of item
characteristics curves. Based on literature studyyualacoding scheme was used to code all
items. All items were either assigned a value zerona. Zero was used when an item was not
answered or when a ‘don’'t know’ answer was provided, and @seassigned to all answered
items. More on the sampling design is foundhitt(://www.worldvaluessurvey.org
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2.2 Modeling Approach

A variety of measurement models (Rasch Models) proposedbgnish Mathematician, George
Rasch, in 1960 has been applied to this study. The depevaigaible in this study, item non-
response, is measured as whether or not an item is aubvegr an individual. This is a
dichotomously scored variable: 0 = no answer or ‘don’t knaws\eer to the item, 1 = answer to
the item. The item non-response variable is extremelyettemost people answered most items.
Such data violate several assumptions of the usual regnassithodsltem response theory (IRT)
was employed to documetiie psychometric properties of item non-response and teedtére
latent item non-response trait. The advantages of IRMpeaced to other psychometric
approaches, are well documented [5]. IRT provides estimates that are specific to the trait
level. Importantly, the latent trait level estimatee not scale-dependent and item characteristics
are not group-dependent. Hence, as in this study, IRThaudst demonstrate whether an
individual's score at aarticular latent trait level indicates that the praligtof responding to an
item is the samdn addition to the above advantages, IRT informs about tadaeship between
responses (in this study, answering or not answering a guleatid the individual’s latent trait
(Question knowledge). Provided that the model fits the datanfboemation obtained from IRT
analyses thus enables documenting question knowledge acrosadi@igof latent trait scores
taking into account difference among items in discrimntptbetween trait levels. The various
IRT models explored in this study are described below;

e(e_bi)
P(0) = PPN CEL (6N
Da;(6-b;)
P,(0) = T —paw=mp - 7
eDai(B—bi)
Pi(0) =c;+(1—cp) T oDE @by (3)

The model in equation (1) was first proposed by [6]. In 19F8extended the Model in equation
(1) to obtain the model in (2). Finally, (Lord, 1980) extenttedmodel in equation (2) to obtain

the model in (3). In the above models from (1) to @3js a continuous variable (latent Question
Knowledge trait) and fof = 1,2,3, ..., n, P;(@) is the probability of an individual with ability
0 responding to iten, a; is the item discrimination parameter for iffétem, b; is the difficulty
parameter for thé™ item, ¢; is the item pseudo-chance parameter for ithétem, e is a
transcendental number (natural log constant) whose taltieee decimal places is 2.713js a

scaling constant used to approximate the logistic modgletaormal ogive model, andis the
size of the respondents. The analysis was done usifgpackage for latent trait modeling and
item response theory analysd® Development Core Tean2010). This procedure utilizes the
marginal maximumlikelihood method to calibrate items and the Bayesian e&geatposteriori
method to estimate latent trait scores. The parametersestimated by maximizing the
approximate marginal log-likelihood under the conditionalejpendence assumption, that is,
conditionally on the latent structure the items are inddpst Bernoulli variates under the logit
link. The probability of responding to an item is related to gbestion knowledge scale as a
monotonically increasing S-shaped item response function.(IR¥) trait value at which 50% of
the sample responds referred to as the item threshold parameter. The disarimination (a)
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parameter is the slope of the item response functidmisatraitvalue. Higher item discrimination
values are associated with steeper IRFs. In other wiiglger discrimination parameters indicate
a stronger relationship between question knowledge and obsespahses. The item threshold
parameter determines the position of the curve albedatent trait. A higher threshold parameter
indicates that fewer individuals respond to a particglagstion. In other words, a higher trait
score (higher score on the continuum of the question knowlezije) is required for the person
to respond to the particular questidie guessing parameter c is the probability of respontdi

an itemi even if the person does not know the answer. \hei®, the three-parameter model is
equivalent to the two-parameter modehe degree to which these IRT models adequately fit the
empirical data was indicated using various goodness-dfidites Akaike information criterion
(AIC) and the Bayesian information criterion (BIC). &llhood ratio test was used to select the
most suitable model for the dafBhree assumptions needed to be satisfied when applying IRT
models. The first assumption referred to as unidimensioregisymption which implies that the
probability of responding to a question is a function of only tatent trait. The second
assumption referred to as local independence is that,lat@nship is present in an individual's
responses to different items after taking into accotng individual's latent trait level.
Unidimensionality is a sufficient condition for satisfyiige local independence assumption.
Finally, the response of a person to an item can be modeled byhamaicalitem response
function (IRF). Given that the data adequately fit, one can nsakele comparisons of the items
and respondents since comparison of two items' difficplhrameters are assumed to be
independent of any group of subjects being surveyed, trenddmparison of two subjects' trait
levels does not depend on any subset of items being admidistere

3. Resultsand Discussion

At an initial step, descriptive statistics for the data produced. We observe from Table 1 that the
life related questions seems to have least difficult questianing the highest proportion of about
99% of responses, while the income related questions seebesthe most difficult one having
the lowest proportion 90% of responses. The proportion of respdios the politics related
guestion, democracy related question, and value related questiembait 93%, 94%, and 95%
of the respondents respectively. Frequencies of all possitdé scores are provided from the
preliminary analysis. The total score of a response paisesimply its sum. For dichotomous
items, this is the number of positive responses. In theg/sisall217 out of the 1534 respondents
responded to all questions on all 5 categories, 215 respsnd=monded to all questions on 4
categories, 78 respondents responded to all questions oegdrias, 22 respondents responded to
all questions on only 2 categories, and 2 respondents respomdatl questions on only 1
category.

Table 1. Proportionsfor each level of response

Proportionsfor each level of response 0(%) 1(%)
Life Related Questions (LRQ) 1.17 98.83
Politics Related Questions (PRQ) 6.98 93.02
Democracy Related Questions (DF 5.67 94.3:
Value Related Questions (VRQ) 4.76 95.24
Income Related Questions (IRQ) 10.43 89.57

We have the(2 p-values for pairwise associations between the fivastecorresponding to the
2 X 2 contingency tables for all possible pairs. Before an aisalith latent variable models, it
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is useful to inspect the data for evidence of positive iioms. In this case, the ad hoc checks

are performed by constructing tBex 2 contingency tables for all possible pairs of items and
examine the chi-squared p-values. Inspection of non-signifiegutits can be used to reveal

‘problematic’ items [8]. We observe from Table 2 that thpadrs of items seem to have weak

degree of association, and the life related item is indudell three pairs. The small number of

non significant pairwise association poses the data for IBdefing.

Table 2. Pairwise Associations

ltemi Itemj P. value
1 LRQ VRQ 1.000%
2 LRQ PRQ 0.638*
3 LRQ DRQ 0.071*
4 LRQ IRQ 0.002
5 DRQ VRQ 1le-03
6 VRQ IRQ 1e-04
7 PRQ VRQ 1le-06
8 PRQ DRQ le-12
9 PRQ IRQ 2e-13
10 DRQ IRQ 2e-16

*not significant at 5%
3.1 The Constrained Rasch M odel

We start by fitting the original form of the Rasch modht assumes known discrimination
parameter fixed at value one. In this Model, a respondent iaathdzed by a level on a latent
trait (Question knowledge), and an item is characterized dggeee of difficulty. The larger the
value of the difficulty parameter implies the more difft the question. Table 3 presents results
for the constrained Rasch model parameter estimateses$hks of the descriptive analysis above
are also validated by the model fit in Table 3, whereititeme related questions and the life
related questions are the most difficult and the leasy, respectively. A transformation of the
parameter estimates into probability estimates resutterigouted. The probability of responding
to an item is seen as a function of the ratio of gaedent's level on the trait (Question

Knowledge) to the item difficulty. The colum(X = 1|Z = 0) denotes the probability of
responding to thé" item for the average individual. These probabilities veemted according to
the difficulty estimates as shown in Table 3. we obsehat the probability of the average
individual responding to the life related question is highanthesponding to the other related
guestion.

Table 3. Difficulty and Probability estimates under the constrained Rasch model

Difficulty Discrimination P(x=1]z=0)
LRQ -4.9433 1 0.9929
PRQ -3.4492 1 0.9692
DRQ -3.2511 1 0.9627
VRQ -3.0124 1 0.9531
IRQ -2.5282 1 0.9261
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3.2 The One-Parameter Logistic Model (1-PLM), Unconstrained Rasch
M odel

Both the constrained and the unconstrained Rasch models haver deatares and are
mathematically equivalent except that, where the constlaRasch model had a fixed slope of
unity for all items, the unconstrained Rasch model onlyireg the slope to be equal for all items.
The discrimination parameter estimated from this model 682l which is different from one.
Comparing the difficulty parameters under this modehilar results shows that the income
related question and the life related question are mostudiffand easiest respectively. The
probability of an average individual under the unconstthiRasch model responding to the life
related question is higher than responding to the valueedetptestion. Similarly, the probability
of responding to the democracy related question is higher gsgpomding to the politics related
question for the average individual under the unconstrainecRasdel.

3.3 The Two-Parameter Logistic Model (2-PLM)

Here, we explore how the two-parameter logistic fits tla¢a. Whereas the Rasch models
constrain the discrimination parameter to be equal, tleepmvameter logistic model allows the
slope or discrimination parameter to vary across itemmscrDaination is deemed high if its value
is greater than 1.35 [9]. Table 4 presents results foRtReM estimates which shows that the
discrimination parameter estimates is not the same [oiteans. Comparing the difficulty
parameters under this model, we observe in Table 4 thab¢bené related question and the life
related question are most difficult and easiest respygtiin terms of discrimination, we observe
that, all the questions have high discrimination, esfdgciaé democracy related question. The
probability of an average individual under the twogpaeter logistic model responding to the life
related question is higher than responding to all othateglquestions. Similarly, the probability
of responding to the democracy related question is higherrésgponding to the politics related
question for the average individual under the two-paramegéstic model.

Table 4. Difficulty, Discrimination and Probability estimates under the 2-PLM

Difficulty Discrimination P(x=1|z=0)
LRQ -4.7096 1.0534 0.9930
VRQ -2.754¢ 1.365¢ 0.977:
PRQ -2.2738 15143 0.9690
DRQ -2.0177 2.2710 0.9899
IRQ -1.8684 1.5945 0.9516

3.4 The Three-Parameter Logistic Model (3-PLM)

Here, we explore how the three-parameter logistic matdelhfe data. Whereas the Rasch models
constrain the discrimination parameter to be equal, the-ffaeemeter logistic model allows the
slope or discrimination parameter to vary across itemdsagso incorporates a guessing parameter.
This model is usually employed to handle the phenomenon ofammlem guessing in the case of
difficult items. Comparing the difficulty parameters untlés model in Table 5, we observe that
the value related question and the life related quest®mast difficult and easiest respectively.
In terms of discrimination, we observe from Table 5 tfadit,the questions have very high
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discrimination. It is important to mention that under the¢hparameter model, the values of the
guessing parametare not apparent since difficulty values are less thanamdadiscrimination
values are greater than one [9].

Unlike the 1-PLM and the2-PLM, it is shown in Table 5 that the probability of an agera
individual under the8-PLM responding to the life related question is lower thanamrding to the
value related question. Also, the probabilities of respontdirige democracy related question, the
politics related question, and the income related questiothe average individual under the
three-parameter logistic model is certain.

Table 5. Guessing, Difficulty, Discrimination and Probability estimates under the 3-PLM

Guessing Difficulty Discrimination P(x=1|z=0)
LRQ 0.0547 -4.1906 1.2071 0.9940
IRQ 0.2908 -1.1578 56.9407 1.0000
DRQ 0.793: -0.668¢ 42.651¢ 1.000(
PRQ 0.7869 -0.6422 47.5954 1.0000
VRQ 0.867¢ -0.350: 36.921¢ 0.999¢

3.5Model Selection

To determine which of the four IRT models fitted abovéhes most appropriate for the data, the
goodness of fit indicators which compares the unconstraineibwes$ the Rasch model, the
constrained Rasch model, the two-parameter logistic maeahel, the three parameter logistic
models. The estimated goodness of fit indicators in appentlishdws that the unconstrained
Rasch model has the smallest AIC value 3104.63 and BI@ &86.64, hence the more suitable
for the data. Adopting the unconstrained Rasch model amdsé appropriate for our data, we
produce results for the estimated Item Characteristie, ltem Information and the Test
Information Curves. The Item Characteristic Curve (ICChie basic building block in IRT. The
ICC models the relationship between a person’s probabflitysponding to an item category and
the level on the construct measured by the scale [9]piidperties of the ICC needed to describe
the item's characteristics are its location and thepstess. The steepness of the ICC reflects the
discrimination property of an item whereas the difficyttgrameter which is represented by
location is the point on the ability scale at which the phility of responding to the item is 0.5.
We observe from Fig. 1 that the life related question thedincome related question are the

easiest and the most difficult respectively
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Item Characteristic Curves
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Fig. 1. Estimated Item Char acteristic Curve obtained from the data

Item information is the amount of information based upsmgle item. It can be computed at any
ability level. Because only a single item is involvdds amount of information at any point on the
ability scale is going to be rather small. An item measwability with greatest precision at the
ability level corresponding to the item’s difficulty neaneter [9]. We observe from Fig. 2 that the
amount of item information for each item decreases asbiigy level departs from the item
difficulty and approaches zero at the extremes of the abitle.

Item Information Curves

LRQ
PRCQ
DRQ
VRQ
o IRQ

Information
a

T T T T T
4 2 ( 2 4

Abilty

Fig. 2. Estimated Item Information Curve obtained from the data
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Since a test is used to estimate the ability of an iddal, the amount of information yielded by
the test at any ability level can also be obtained. #t i® a set of items; therefore, the test
information at a given ability level is simply the sumtbé& item information at that level. The
general level of the test information function will be ahuhigher than that for a single item
information function. Thus, a test measures ability moeeipely than does a single item [9]. We
observe from Fig. 3 that the maximum value of the testnmdition function is at ability level -2.
However, as the ability level increases, the amount ¢finésrmation decreases significantly.
This indicates that the items asked in our data mairdyige information for respondents with
low ability. In particular, the amount of test informatiom &bility levels in the interval-4, 0) is
almost 90%.

Test Information Function

25
I

20
I

Total Information: 8.008

15

Information in (-4, 0): 6.94 (86.66%)

Information

10

B Information in (0, 4): 0.192 (2.39%)

05
I

00
I

T T T T T
-4 2 0 2 4

Ability
Fig. 3. Estimated Test Information Curve

3.6 Ability Estimates

Finally, the ability estimates for respondents areiobth The primary purpose for using IRT in
this study is to locate respondents on the ability s&itee this will help us evaluate respondents
in terms of how much underlying ability (Question knowledge) thegsess. Factor scores or

ability estimates are summary measures of the postaistibutionP (Z/X), whereZ denotes

the vector of latent variables aXdthe vector of manifest variables. By default factoorss
produces ability estimates for the observed responserpatthe items asked in the data mainly
provide information for respondents with low ability (i.below 0). That is, most of the items in
the dataset are relatively easy for the average respotwlanswer. Fig. 4 is a Plot of a Kernel
Density Estimation of the distribution of the factor scdies, person parameters). Kernel density
estimation is a non-parametric way of estimating the pidibadensity function of a random
variable. Kernel density estimation is a fundamentah damoothing problem where inferences
about the population are made, based on a finite data sffplét includes in the plot the item
difficulty parameters (similar to the Item Person Maf$)e plot confirms the fact that the data is
extremely skewed.
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Ability Estimates Plot
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Fig. 4. Ability Estimates Plot

4. Conclusion

The implications from this paper are quite clear. Fivg, investigated to identify the most
appropriate IRT model for understanding item non-respbgsxploring the four IRT models for
dichotomous data which include the constrained Rasch modelnttonstrained Rasch model, the
two-parameter logistic model, and the three-parametestioghodel. From the likelihood ratio
test, we observed by looking at the AIC and BIC valuet tha unconstrained Rasch model had
the smallest AIC and BIC values. Hence, the most appropriatiel for the data. Furthermore,
we investigated to identify theategories of survey questions that are most difficulirtswer by
respondentsAs indicated from the results of the unconstrained modeindwene related question
recorded the highest difficulty parameter. In termgmibability estimates, we observe that, the
probability of responding to the income related questiorhbyatverage individual as compared to
the other categories of questions is the smallest. fdrerghe income related questions are the
most difficult category of survey questions to answer bpaedents. Finally, we analysed the
reason behind don’'t know responses and missing data; whemndents don’t really know,
don't care, or don’'t want to answer. From the selected mtaedifficulty of a question explains
whether or not an individual will respond to that question. &% observe from the ability
estimates and the test information curve that, almost 80fte total test information for ability
levels lies in the interval (-4, 0). This means that nudshe questions in the dataset were easy
guestions. Also, because the difficulty values are less tlzend @iscrimination values are greater
than 1, ‘don’t care’ which is usually associated with gugs$&nnot apparent in the dataset.
Therefore, if an individual does not answer a survagstjon or give a ‘don’t know’ answer, it is
not only because of the question’s difficulty but also becausenthieidual doesn’t want to
answer.
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APPENDIX

A1l: Likelihood ratio test for the Constrained Rasch, 1-PLM, 2-PLM and the 3-PLM

Likelihood Ratio Table
AlIC BIC log.Lik LRT df p. value
Unconstrainet 3104.6: 3136.6¢ | -1546.3:
Rasch
Constrained Rasch | 3136.83 3163.51 | -1563.41 34.2 1 <0.001
2-PLM 3106.11 3159.46 | -1543.05 6.52 4 0.163
3-PLM 3109.89 3189.92 | -1539.95 12.74 9 0.175

Source: WVS (Ghana"svave)
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