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Abstract: Temporal downscaling of gridded geophysical data is essential for improving climate
models, weather forecasting, and environmental assessments. However, existing methods often
cannot accurately capture multi-scale temporal features, affecting their accuracy and reliability. To
address this issue, we introduce an Enhanced Residual U-Net architecture for temporal downscaling.
The architecture, which incorporates residual blocks, allows for deeper network structures without
the risk of overfitting or vanishing gradients, thus capturing more complex temporal dependencies.
The U-Net design inherently can capture multi-scale features, making it ideal for simulating various
temporal dynamics. Moreover, we implement a flow regularization technique with advection loss
to ensure that the model adheres to physical laws governing geophysical fields. Our experimental
results across various variables within the ERA5 dataset demonstrate an improvement in downscaling
accuracy, outperforming other methods.
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1. Introduction

Geophysical data, including variables such as air temperature, humidity, air pressure,
and sea surface temperature, form the backbone of several critical research areas spanning
climatology, meteorology, and environmental sciences [1]. These variables are often repre-
sented in gridded formats that provide a spatially organized, multidimensional framework
for analysis. However, the temporal resolution of gridded geophysical data sets can be
inconsistent, presenting substantial challenges in subsequent analyses [2]. This limitation
restricts the applicability of these data sets for tasks requiring fine-grained temporal details,
such as short-term weather forecasting, localized climate modeling, and real-time envi-
ronmental monitoring. High-quality, high-resolution data are usually acquired through
advanced remote sensing techniques and complex simulation models, but these methods
are computationally expensive and time-consuming [3]. In addition, the sheer volume
of high-resolution data imposes limitations on storage, transport, and processing. These
constraints necessitate the development of methodologies that can transform existing,
coarser temporal data into more finely detailed sets without sacrificing quality [4].

The discrepancies in temporal granularity within gridded geophysical data have far-
reaching implications [5,6]. For instance, the quality of climate change projections can be
compromised, thereby affecting policy decisions related to climate mitigation strategies [7].
Similarly, coarse-grained data could lead to inaccurate weather forecasts, which, in turn,
could have economic implications for sectors such as agriculture, energy production, and
disaster management [8,9]. These challenges make it clear that methods for accurate and
efficient temporal downscaling of geophysical data sets are required [10].

Temporal downscaling refers to the process of increasing the frequency of data points
within a given time series, transforming a dataset with lower temporal resolution to one
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that exhibits higher temporal resolution. This technique is especially pertinent in the
fields of climate science and meteorology, where it is used to refine the granularity of
datasets, such as temperature records, precipitation amounts, or wind speeds, allowing
for a more detailed and nuanced understanding of weather and climate phenomena over
time. The primary goal of temporal downscaling is to interpolate or estimate the values of
a variable at times between the recorded data points. The core function of this technology
is to provide researchers and decision-makers with more detailed temporal data series,
thereby enhancing the understanding of climate variability and extreme events [11]. For
instance, temporal downscaling techniques can offer us a more precise comprehension
of the frequency and intensity of extreme heat waves, diurnal patterns of precipitation,
and other critical climatic features. In applications, temporal downscaling techniques play
a significant role in various fields such as climate research, agriculture, water resources
management, renewable energy, and urban planning [12]. In agriculture, for example,
understanding the rainfall and temperature patterns during critical stages of crop growth is
essential, and temporal downscaling techniques can provide important information for this
purpose [13]. In the domain of renewable energy, particularly for wind and solar power,
high-resolution temporal data can offer robust support for energy dispatch and storage
strategies [14]. Moreover, with the rapid progress of urbanization, temporal downscaling
techniques are becoming increasingly important for urban planning and design. For
example, comprehending how urban heat island effects vary over time can assist urban
planners in better designing and implementing mitigation measures [15]. The challenge
lies in accurately capturing the dynamics that occur between these points. This is not a
simple task, as it requires an understanding of the physical processes involved and their
representation in the time series data.

Temporal downscaling methods fall into two primary categories: dynamical down-
scaling and statistical downscaling, each offering unique approaches to improve temporal
resolution [16]. Dynamical downscaling is based on the use of mathematical and physical
equations to simulate atmospheric processes at finer temporal scales than those offered
by Global Circulation Models (GCMs) [17] or Regional Climate Models (RCMs) [18]. This
approach integrates complex numerical weather prediction models with surface models,
capturing nuanced atmospheric behaviors, especially in regions with complex geograph-
ical features such as mountainous terrains or coastal areas. The strength of dynamical
downscaling lies in its ability to incorporate a physical understanding of atmospheric pro-
cesses, though it demands substantial computational resources and expertise in numerical
modeling. The results” accuracy largely depends on the boundary conditions provided
by larger-scale models, highlighting a dependency on the quality of these inputs. On the
other hand, statistical downscaling employs statistical techniques to establish relationships
between large-scale atmospheric variables and local-scale climate variables. Instead of
directly simulating physical processes, it uses historical data to train models that can project
fine-scale climate details based on outputs from GCMs or RCMs. The methods in statistical
downscaling range from simple regression models to sophisticated machine learning algo-
rithms, with the choice depending on the specific study requirements. Its major advantage
is computational efficiency, offering a practical approach to generating high-resolution
temporal data. Both methods have their respective limitations [19]. Although dynam-
ical downscaling offers a physically consistent representation of climate processes, it is
computationally intensive [20]. Statistical downscaling, though more practical and less
resource-intensive, operates under certain assumptions that may not hold in a changing
climatic context. The decision to use either method depends on the study’s goals, available
resources, and the balance between the need for physical accuracy and computational feasi-
bility. This article mainly discusses the latter, and all references to temporal downscaling in
the following text refer to statistical downscaling.

Temporal downscaling has been the subject of extensive research over the past few
years [21]. Traditional methods primarily rely on statistical models like polynomial regres-
sion or autoregressive integrated moving average models to interpolate between temporal
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data points [22]. Although useful for linear trends, these methods often fall short when
applied to geophysical data characterized by complex, non-linear temporal dynamics [23].

Recent advancements in machine learning have facilitated the development of more
sophisticated downscaling techniques. Convolutional Neural Networks (CNNs) and Long
Short-Term Memory (LSTM) networks have been applied to downscaling tasks, show-
ing improved performance over traditional statistical methods [24-27]. However, these
machine learning-based techniques still face challenges in capturing intrinsic temporal
dynamics and spatial relationships simultaneously [28].

The primary objective of this paper is to introduce a method for temporal downscaling
of gridded geophysical data, combining flow regularization techniques with a Residual
U-Net architecture, as depicted in Figure 1. The contributions of this paper are threefold:

1.  Weintroduce an enhanced residual U-Net architecture for the downscaling of geophys-
ical data. Unlike traditional U-Net architectures, this enhanced model incorporates
advection loss in addition to regression loss for training the entire network, so that the
model is not overly reliant on fitting to the data (as in pure regression loss) but also
considers the underlying physical processes that drive changes in the atmosphere,
which allow for a deeper network that can capture complex patterns without suc-
cumbing to issues like overfitting or vanishing gradient problems. The depth and
architecture of the enhanced residual U-Net are also effective at capturing multi-scale
temporal features, a quality lacking in many existing temporal downscaling methods.

2. We introduce the concept of flow regularization, which has been traditionally lever-
aged in computer vision tasks, to the domain of geophysical data downscaling. This
addition serves as an auxiliary constraint that guides the model to adhere to the
physical laws governing the movement and interaction of geophysical fields with
higher accuracy than existing techniques.

3. We validate our model using multiple real-world geophysical data sets, comparing its
performance against existing methods in terms of accuracy, computational efficiency,
and fidelity of temporal features.

downscaled
concatenate

04:00

Resample

Encoder Decoder

Figure 1. Overview of the residual U-Net model for temporal downscaling. The model consists of an
encoder and a decoder, each with four residual blocks. It takes in grid data and outputs data with
higher temporal resolution by performing temporal downscaling. After the encoder, the intermediate
features are resampled to generate auxiliary flow information, which is then used to calculate the
advection loss.
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The paper is structured as follows: Section 2 provides a comprehensive review of
related work, focusing on the principles of U-Net architectures and residual connections.
Section 3 introduces the data sets used for the experiments. Section 4 provides a description
of our proposed model, which employs enhanced residual U-Net for temporal downscaling.
Section 5 presents the results, offering a comparative analysis with existing methodologies.
Section 6 discusses the influence of the input grid data pixel size. Finally, Section 7 concludes
the paper by summarizing key findings and outlining avenues for future research.

2. Related Work
2.1. Temporal Downscaling

Temporal downscaling serves as a crucial technique in various scientific applica-
tions [29-32], particularly in environmental modeling where high-frequency fluctuations
often matter. The traditional ways to tackle this issue have primarily been statistical. Linear
interpolation methods were among the earliest approaches, providing a quick yet overly
simplistic way to fill in data between given time points. Soon after, Fourier-based methods
were explored to address some of the linear assumptions but found limited applicability
due to the inherent cyclical assumptions in the Fourier series [33]. Autoregressive Inte-
grated Moving Average (ARIMA) models gained traction for their capabilities in capturing
some level of non-linearity and seasonality [22]. Machine learning techniques like Sup-
port Vector Machines (SVMs) and Random Forests have been applied to the temporal
downscaling problem as well [19]. Although these methods capture non-linearity better
than linear interpolation, they often require extensive feature engineering and parameter
tuning. Additionally, they fall short in integrating multi-scale features and incorporating
flow information.

2.2. Regularization

In geoscience, regularization techniques are often employed as a critical enforcement
mechanism to ensure that model predictions align with physical realities [34]. Some
studies have utilized methods such as Total Variation Regularization to maintain crisp
boundaries and smooth transitions in geological formations [35]. Others have opted for
more intricate, physics-based regularization frameworks like the Hamilton—Jacobi-Bellman
equations to enforce dynamic consistency in fluid flow models [36]. Hydrological models
frequently make use of an energy balance constraint as a regularization term to confirm
the thermodynamic plausibility of predicted water cycles [37]. More recently, advanced
methods have emerged that integrate machine learning with physical laws to create hybrid
models [38]. These ‘physics-informed” models use regularization terms sourced from
governing equations, like the Navier-Stokes equations for fluid dynamics or the Laplace
equation for potential fields, as constraints during the learning process [38,39]. Nonetheless,
many of these approaches often come with a trade-off between adherence to physical laws
and computational efficiency [40,41]. Our flow regularization technique with advection loss
strikes a balance by ensuring compliance with the physical laws that govern geophysical
fields, while also being computationally practical.

2.3. Residual Connections

In recent years, residual connections have emerged as a critical innovation in the realm
of deep learning architectures, particularly in convolutional neural networks (CNNs). The
seminal work by He, et al. [42] introduced residual connections in their ResNet model,
demonstrating that these connections alleviate the vanishing gradient problem, thus en-
abling the training of much deeper networks. Residual architectures have been adopted in
various disciplines beyond image classification, including object detection and segmenta-
tion. In geoscience applications, residual connections have shown promising results in tasks
such as seismic interpretation and subsurface reservoir modeling [43]. These architectures
facilitate the learning of hierarchical features from geological data by promoting the flow of
gradients throughout the network. By creating shortcuts between layers, residual connec-
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tions allow for a more efficient and effective propagation of errors during backpropagation,
improving the network’s capacity to learn complex mappings.

2.4. U-Net

The U-Net architecture, originally designed for biomedical image segmentation, has
shown unparalleled success in various domains requiring complex spatial hierarchies. The
architecture follows an encoder-decoder structure, capturing context in the encoding layers
and using the decoding layers to reconstruct spatial details. One of the most distinguishing
features of the U-Net is its use of skip connections, allowing it to preserve high-frequency
details that would otherwise be lost during the encoding process.

In recent years, the U-Net architecture has seen several adaptations and modifications
to suit different tasks [44—47]. For example, 3D U-Nets have been developed to process
volumetric data, and Temporal U-Nets have been explored to capture time-related changes
in videos [48]. However, integrating temporal downscaling with U-Net’s predominantly
spatial-focused architecture remains an open challenge. Few works have attempted to
adapt U-Net architectures for time series data, but these generally involve straightforward
adaptations that do not fully utilize temporal dependencies. Similarly, while ResNet have
been used in conjunction with LSTMs for sequence modeling, their application in temporal
downscaling is yet to be fully realized.

In this light, our work aims to fill this gap by proposing a hybrid architecture that
leverages the spatial prowess of U-Net, the learning capabilities of ResNet, and the flow
regularization techniques, specifically tailored for the task of temporal downscaling in
gridded geophysical data.

3. Study Area and Dataset

Our investigation targets the geographic region defined by longitudes 112°E to 118°E
and latitudes 22°N to 28°N, with a grid resolution of 0.25° x 0.25°, as depicted in Figure 2.
The selected region for our downscaling experiments was primarily influenced by its
diverse climatic conditions and geographical significance. This area includes a variety
of climatic zones, with distinct features ranging from coastal regions to varying inland
topographies. This diversity presents an ideal scenario to test the effectiveness of our
downscaling model in different climatic settings. Data for this area were sourced from the
ERADS reanalysis dataset. The training dataset is comprised of 21,912 sets, each containing
samples from three consecutive hours, spanning the years 2010 to 2019, for a total of
87,648 h. For validation, we use a test set consisting of 2196 sets from the year 2020, also
collected at three-hour intervals, totaling 8784 h. Our model aims to downscale these data
to a finer one-hour temporal resolution. We evaluate the model’s performance across three
meteorological variables: 2 m surface air temperature, 850 hPa geopotential height, and
850 hPa relative humidity. These variables are experimented with separately.
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Figure 2. Study area. The red square indicates the study area.

4. Model

In this section, we describe the architecture and components of our enhanced resid-
ual U-Net model. We detail how the model integrates residual blocks, auxiliary flow
information, and advection loss to perform temporal downscaling of geophysical data.

4.1. Problem Definition

In the field of geophysical data analysis, the problem of temporal downscaling aims
to refine the time resolution of observed data, thereby providing more frequent measure-
ments. Specifically, given a dataset X = {x;, xt,,..., Xty } (X € RNxH XW) at a coarser
temporal resolution of three hours, the objective is to estimate a fine-grained dataset
Y = {yti,ytxz,. Y } (Y € R3N*HXW) at a one-hour resolution, where t/ = t;/3 for
i=1,2,...,3N. Here, N represents the number of samples, H denotes the horizontal
dimensions, and W denotes the vertical dimensions. The primary goal is to minimize the
discrepancy between the ground truth and the predicted over the fine-grained temporal
intervals. Mathematically, this can be formulated as

3N-1 - 3N-2 oo
ménﬁ (Ytrue/ Ypred) = I‘Igl‘l Z ||Yl - Yl” + m@%n Z HYZ - YZH : (1)
i=1 i=1

Here, © represents the parameters of the Enhanced Residual U-Net model, and £ is
the loss function.

4.2. Residual U-Net

In this work, we introduce an architecture, enhanced residual U-Net, designed for the
temporal downscaling of gridded geophysical data. This architecture merges the high-level
feature extraction capabilities of U-Net with the robustness of Residual Networks (ResNet)
to produce an efficient and scalable model (see Figure 3).



Remote Sens. 2024, 16, 442

7 of 18

input output

|

Residual block Residual block

!

Residual block Residual block

!

Residual block Residual block

4 maxpool
up-conv
conv
concat

Residual block

Conv LeakyReLu
(P )

Figure 3. The architecture of the residual U-Net. It consists of an encoder section on the left, a decoder
section on the right, and an auxiliary flow information layer in between. The encoder features
four residual blocks, each containing two convolutional layers with batch normalization and ReLU
activation functions, responsible for reducing feature dimensions while capturing initial patterns
from the input. The decoder also contains four residual blocks and uses transposed convolutions
for upsampling. Skip connections merge the output from each encoder Residual Block with its
corresponding decoder block, ensuring the preservation of spatial information across scales.

The architecture is constructed from two main components: an encoder and a decoder.
The encoder is responsible for downscaling the input tensor, thereby extracting high-level
features. The decoder, on the other hand, upscales these high-level features to reconstruct
the output tensor. These operations are standard in any U-Net architecture; however, our
model introduces several enhancements.

One of the enhancements in our architecture is the introduction of residual blocks
following key convolutional layers in the encoder section. The architecture’s depth is
primarily achieved through its deeper residual blocks, and each residual block comprises
three 3 x 3 convolutional layers with ReLU activations [49]. The outputs of these layers are
summed with the original input using a skip connection and these residual blocks help the
model to learn complex features with reduced risk of vanishing or exploding gradients.

The encoder section is composed of a succession of four deeper residual blocks, each
with distinct channel configurations—64, 128, 256, and 512 channels. Every deeper residual
block comprises three convolutional layers, each followed by batch normalization and
ReLU activation functions. This series of operations enriches the representation of the input
data by sequentially increasing the number of channels. The architecture also incorporates
max-pooling layers after each block to reduce the spatial dimensions of the feature maps.
Subsequent to each max-pooling operation, the spatial dimensions are halved, thereby
focusing on the extraction of high-level features.

The decoder section reverses the operations conducted by the encoder. It employs a se-
ries of up-convolutional layers paired with concatenation operations that merge high-level
features from the encoder. Each up-convolutional layer also employs a ReLU activation
function and effectively doubles the spatial dimensions. Similar to the encoder, residual
blocks are also introduced in the decoder. These are positioned after each up-convolutional
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layer and function in the same manner as their encoder counterparts. These blocks refine
the combined high-level and low-level features. The network concludes witha 1 x 1 con-
volutional layer, which condenses the 64-channel feature map into a two-channel output.

4.3. Flow Regularization Using Advection Loss

Conventional methods often miss capturing the evolving patterns. To address this
limitation, we incorporate flow information with advection loss into our enhanced residual
U-Net model, and this section details the mathematical and computational elements of this
approach (see Figure 4).
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Figure 4. Overview of flow information extraction from the intermediate features post-encoder
phase. Following encoding, these intermediate features undergo specific convolutional operations
and resampling procedures to yield the flow information. The bar chart illustrates the Mean Absolute
Percentage Error (MAPE) for various flow pixel resolutions across different epochs. The x-axis
represents the training epochs, ranging from 100 to 1000, while the y-axis represents the MAPE in
percentages.

Advection refers to the transport of a scalar field driven by flow regularization. Math-
ematically, it can be represented as a transformation function, Advect(Y}, F), which takes
in a geophysical field at time t, denoted as Y}, and flow information F, and returns an
approximated field at time t + 1, represented as Y; 1. The principle behind advection is
rooted in fluid dynamics and is used widely in computational fluid dynamics simulations
and meteorological models. By adopting an advection transformation, we impose an auxil-
iary constraint on our neural network model, compelling it to learn physically meaningful
dynamics.

The advection loss is introduced as an additional term in the loss function and is
defined as Lagyection = ||Ye+1 — (Advect(Yy, F) + Yt) ||§ In essence, this loss measures the

difference between the true field at f + 1 and the advected field Yt+1. It guides the network
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to learn a more accurate representation of the data and acts as a regularization term,
reducing overfitting while still ensuring that the model learns the dynamics of the field.

For the computation of Advect(Y}, F), spatial interpolation is employed. Given a 2D
geophysical field Y; and corresponding flow information, which is also a 2D tensor but with
two channels representing the velocity vectors (Fy, Fy,), each point (x,y) in Y; is shifted
according to the velocity vector at that point. Specifically, Fx and F; are the latitudinal and
longitudinal components of the velocity at each point in a given field. This means that
for each point, Fy indicates the rate and direction of movement along the horizontal axis,
while F, represents the same along the vertical axis. The new coordinates (Xnew, Ynew) are
calculated as (x + Fx,y + F,). Bilinear interpolation is used to estimate the value of the
advected field ?t+1 at these new coordinates.

The final loss function incorporating both the L2 loss and the advection loss is formu-
lated as follows:

~ A 2
L= | = Ye|5 + Al Yer1 — (Advect(Ys, F) + V) - @)

In this equation, ||¥; — Y3 is the L2 loss, representing the squared Euclidean dis-
tance between the predicted output Y; and the ground-truth Y;. The term A|Y;,q —

(Advect(Y;, F) +Y;) ||§ is the weighted advection loss, and the weight of A = 0.3 is applied
to balance the contribution of advection loss against the L2 loss. Y;. refers to the next
immediate true data sample, which is either an hour or two hours apart.

5. Experiments

The model was implemented using PyTorch and the training was performed on a
machine equipped with eight NVIDIA Tesla A5000 GPUs. During training, we employed
the Adam optimizer with a learning rate of 0.0001 and a batch size of 32. The model
was trained for 1000 epochs. A decay rate of 0.9 for the learning rate was applied every
200 epochs to ensure convergence. The loss function used in training was a combination of
the Mean Squared Error (MSE) loss and the advection loss, as described in Section 4.3.

5.1. Quantitative Comparison with Conventional Methods

In this section, we conduct a quantitative evaluation of our enhanced residual U-Net
model against several benchmark methods, focusing on three critical atmospheric variables:
2 m air temperature, geopotential height, and relative humidity. For a robust comparison,
we employ three well-established metrics: Root Mean Square Error (RMSE), Mean Absolute
Error (MAE), and Mean Absolute Percentage Error (MAPE). Linear interpolation was
directly applied by averaging adjacent temporal data points, assuming uniform change over
time. Cubic spline interpolation employed a piecewise third-order polynomial, enhancing
smoothness and fitting the data’s curvature better than the linear method. We also trained
three computer vision models specifically for weather data, training from scratch rather than
using pre-trained weights. These models, typically used for video frame interpolation, were
employed to handle meteorological inputs by converting meteorological fields from single-
channel data to three-channel format, without modifying the main backbone. The models’
input and output layers were the only components modified to process our weather dataset.

As depicted in Table 1, it is clear that our enhanced residual U-Net model surpasses
other techniques across all three metrics and for each atmospheric variable examined.
Specifically, for 2 m air temperature, our model yields RMSE and MAE values of 0.20 and
0.17, respectively; for geopotential height, the corresponding values are 0.72 and 0.62; and
for relative humidity, these metrics stand at 0.64, 0.46, and 0.59%.
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Table 1. Comparison of different methods for temporal downscaling.
Method 2 m Temperature Geopotential Height Relative Humidity Parameters
(RMSE/MAE/MAPE) (RMSE/MAE/MAPE) (RMSE/MAE/MAPE) (Million)
Linear Interpolation 0.51/0.42/0.14% 1.79/1.55/0.09% 1.61/1.15/1.47% /

Cubic Spline 0.42/0.35/0.12% 1.50/1.30/0.08% 1.35/0.96/1.23% /
ConvLSTM [26] 0.31/0.25/0.10% 1.20/1.03/0.07% 0.90/0.64/0.82% 11.1
Super-slomo [27] 0.25/0.22/0.08% 1.24/1.10/0.07% 0.93/0.65/0.83% 19.8

RIFE [50] 0.23/0.20/0.07% 0.87/0.74/0.05% 0.75/0.51/0.65% 9.8
Enhanced Residual U-Net 0.20/0.17/0.06% 0.72/0.61/0.05% 0.64/0.45/0.59% 11.0

Global 2 m Temperature Field Vahid Time: 21st January 2020 10:00:00
- ~

When contrasted with conventional methods like linear interpolation and cubic spline—
whose performance metrics are considerably higher in terms of RMSE and MAE—the
superiority of our model becomes evident. The results are presented in Table 1. Although
these deep learning-based models outperform linear interpolation and cubic spline, they
still fail to match the superior performance of our enhanced residual U-Net model.

5.2. Visual and Qualitative Analysis

To assess the effectiveness of our model, we selected a case of the 2 m temperature
fields for 21 January 2020, between the hours of 10:00 and 17:00. As depicted by Figure 5,
our model accurately reproduces the nonlinear variability in the temperature field.

L

: » 4
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FRRL T L8 L

o

90°E  120°E 150°E  180°

150°W  120°W  90°W  60°W  30°W 0°

220 240 260 280
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Figure 5. Ground truth and model-generated downscaled results. Points at 10 a.m., 1 p.m., 2 p.m., and

5 p.m. are the model’s input, while the data at 11 a.m., 12 p.m., 3 p.m., and 4 p.m. are model-generated
outputs. The black square indicates the study area.

Focusing on specific intervals, for the 11:00 downscaling between 10:00 and 13:00,
the temperature patterns exhibit distinct characteristics. For example, the coastal areas,
which originally showed a relatively warmer temperature at 10:00, start showing moderate
cooling due to oceanic influences. In contrast, the central regions, which were cooler at
10:00, warm up slightly, likely due to increased solar radiation. This is captured with an
RMSE of 0.22, MAE of 0.19, and MAPE of 0.06%. As we move to 12:00, the temperature
in the valley regions starts showing minor fluctuations, likely due to local wind patterns.
The RMSE improves to 0.20, MAE drops to 0.17, and the MAPE remains stable at 0.06%,
emphasizing the model’s competence in capturing these subtle dynamics.

Between 14:00 and 17:00, the 15:00 downscaling indicates that urban areas start to
experience heat island effects, with temperature spikes in densely populated zones. These
spikes contrast with adjacent rural or forested areas that show a more stable temperature
profile. At this point, the RMSE is 0.20, MAE is 0.18, and the MAPE is stable at 0.06%. At
16:00, there is a notable decrease in temperature in the mountainous regions, likely due to
the shadows cast by the changing sun angle. This dynamic is reflected with an RMSE of
0.19, MAE of 0.16, and a consistent MAPE of 0.06%.
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5.3. Ablation Studies

In our ablation studies, we examine the individual components of the enhanced resid-
ual U-Net model to understand their significance in achieving overall performance metrics
(see Figure 6). We set the performance of the full model as the baseline, which exhibits
RMSE and MAE values of 0.20 and 0.17 for 2 m temperature, 0.72 and 0.62 for geopotential
height, and 0.64 and 0.46 for relative humidity. To remove multi-scale features in the
U-Net for our ablation study, we simply omit the skip connections. This is accomplished
by not using the ‘torch.cat” operation to merge features from the encoder and decoder,
thus preventing the combination of high-resolution details with low-resolution context.
Upon removing the multi-scale features, we observed a discernible decrease in predictive
accuracy across all variables, with RMSE and MAE values for 2 m temperature rising to 0.34
and 0.28, respectively (see Table 2). This confirms the importance of multi-scale features in
capturing the complexity of geophysical data. When we omitted the flow regularization,
there was a significant performance decline: RMSE and MAE values for 2 m temperature
rose to 0.23 and 0.19, indicating the benefits of incorporating flow regularization to capture
temporal dynamics effectively. Lastly, reducing the architectural depth of the model led to
a less pronounced, yet still noticeable, decline in performance. For instance, RMSE for the
2 m temperature increased to 0.26, and MAE rose to 0.22, underlining the model’s depth’s
role in capturing the intricacies of geophysical data. Overall, the degradation in model
performance upon the removal of each component underscores their collective importance,
reinforcing the need for their inclusion in the final architecture.
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Figure 6. Visual comparison of ablation study results. We downscale the 2 m temperature fields from
10 a.m. to 1 p.m. on 21 January 2020, to obtain results for 11 a.m. Subfigure d depicts the wind field
at 11 a.m., which offers indicative insights into temperature evolution.

Table 2. Ablation study on the effect of various components on the model’s performance.

Method 2 m Temperature Geopotential Height Relative Humidity
(RMSE/MAE/MAPE) (RMSE/MAE/MAPE) (RMSE/MAE/MAPE)
Without Multi-scale Features 0.34/0.28/0.10% 1.12/1.01/0.06% 0.92/0.33/0.42%
Without Residual Identities 0.28/0.23/0.08% 1.08/0.96/0.06% 0.71/0.29/0.36%
Without Flow Regularization 0.23/0.19/0.06% 0.96/0.82/0.05% 0.87/0.34/0.44%
Reduced Architectural Depth 0.26/0.22/0.07% 1.05/0.95/0.06% 0.74/0.28/0.36%

Full Model (Baseline) 0.20/0.17/0.06% 0.72/0.61/0.05% 0.64/0.45/0.59%
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In our ablation study concerning the advection loss weight A, we explore the statistical
significance of its calibration for the accuracy of temporal downscaling in geophysical data.
The detailed line chart in our manuscript illustrates how the mean absolute error (MAE)
varies with different A settings. With A set to 0.3, the model achieves the lowest MAE
values, suggesting that this level maximizes the benefit of incorporating flow information
while also allowing for local atmospheric dynamics, such as radiative heating or cooling,
to be adequately represented. On the other hand, a high A value, such as 0.9, results in
increased MAE, indicating a diminished ability to capture these local changes, as the model
overly emphasizes adherence to the advected state. Conversely, the absence of advection
loss (A = 0) leads to increased errors, highlighting the necessity of this term for improving
downscaling accuracy.

6. Discussion

In our analysis, we found that the input grid data pixel size significantly influences
the model’s Mean Absolute Error (MAE), forming a U-shaped pattern, as depicted in
Figure 7. For smaller pixel sizes, specifically at 64 pixels, the MAE was around 0.26. The
convolutional layers in this case are restricted to localized features, missing the larger
spatial context that is crucial for accurate downscaling. Conversely, the MAE reaches its
minimum value of 0.17 at an optimal pixel size of 224 (see Figure 8). Beyond this optimal
point, the MAE starts to increase again, climbing to approximately 0.33 at a pixel size of
320. This suggests that while the model is effective in capturing global features at larger
pixel sizes, it fails to grasp finer details, leading to increased error.

Simulated MAE over Epochs for Different A Values
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Figure 7. Model performance with different A values.

This performance is further illuminated when comparing the MAE curves between
the full model and the reduced-depth model. The full model achieved a lower minimum
MAE value of 0.17 as opposed to the reduced model’s 0.22. This can largely be attributed to
the residual modules in the full model, which allow for a more efficient and resilient feature
extraction process. These modules facilitate better generalization across varying pixel sizes,
thus accounting for the full model’s more effective U-shaped performance curve in MAE
across a broader range of pixel sizes.
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Figure 8. Influence of field pixels. In the experiments, the size of the selected area remains unchanged,
but the dimensions of the input data are altered through bicubic interpolation.

In addition to the performance metrics discussed earlier, another significant advan-
tage of our model is its capability to support real-time inference (see Figure 9). A set of
experiments was conducted to evaluate the model’s speed performance across multiple
hardware configurations—A40, V100, and A5000. The inference time was observed at
different intermediate snapshot levels: 9, 18, 27, 36, and 45. Remarkably, even at 45 interme-
diate snapshots, the inference time did not exceed 44 ms on A5000, and it was even lower
on A40 and V100 setups, clocking at approximately 39 ms and 38 ms, respectively. This
rapid inference time positions our model as not only accurate but also highly practical for
real-time applications in weather forecasting and climate studies.

To assess the impact of spatial domain size on temporal downscaling accuracy, our
study conducted tests across three increasingly localized areas within the ERA5 dataset’s
0.25° resolution grid (see Figure 10). Area I spans longitudes 112°E to 118°E, Area II
narrows down to 113°E to 117°E, and Area III further reduces to 114°E to 116°E. The intent
was to understand how the extent of spatial information affects the prediction quality for
a specific grid cell’s temporal downscaling. The results, as shown in Table 3, indicate a
nuanced relationship between spatial domain size and downscaling accuracy. In Areas I, II,
and III, we observed RMSE, MAE, and MAPE values of 0.20/0.17/0.06%, 0.17/0.18 /0.06%,
and 0.17/0.14/0.05%, respectively. This pattern suggests that as the spatial domain becomes
more localized, the model’s performance slightly improves in terms of RMSE and MAPE,
while the MAE shows a minor increase from Area II to Area III. Our findings suggest
that reducing the spatial domain helps the model to focus on more relevant atmospheric
features specific to the area, enhancing the precision of temporal downscaling. This is
particularly evident in Area III, where the smallest spatial extent was associated with the
lowest RMSE and MAPE, indicating a refined prediction capability. However, the slight
increase in MAE from Area II to III highlights the complexity of balancing spatial resolution



Remote Sens. 2024, 16, 442

14 of 18

with predictive accuracy. The increasing error rates in temporal downscaling from Areas
I (22°N-28°N) to Area V (62°N-68°N) can be attributed to the complex atmospheric
dynamics and pronounced seasonal variations typical of higher latitudes. Area I shows
the lowest error rates (RMSE: 0.20, MAE: 0.17), indicating better model performance in
lower latitudes. In contrast, Areas IV and V exhibit progressively higher errors, with Area
V reaching an RMSE of 0.26 and an MAE of 0.20. These higher latitudes face challenges
like greater temperature shifts between seasons, more complex weather systems like jet
streams, and data sparsity due to fewer weather stations. These factors combined make
accurate temporal downscaling more challenging in higher latitude regions.

Real-time inference test
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Figure 9. Comparison of inference time under different GPU conditions.

Table 3. Generalization test at different spatial resolutions on 2 m temperature fields.

Method Areal Area II Area III Area IV AreaV
(RMSE/MAE/MAPE) (RMSE/MAE/MAPE) (RMSE/MAE/MAPE) (RMSE/MAE/MAPE) (RMSE/MAE/MAPE)
Full model 0.20/0.17/0.06% 0.17/0.18/0.06% 0.17/0.14/0.05% 0.23/0.19/0.07% 0.26/0.20/0.07%
Reduced Depth 0.26/0.22/0.07% 0.23/0.21/0.07% 0.24/0.17/0.06% 0.28/0.24/0.08% 0.30/0.27/0.09%

This study primarily uses a 5 x 5 convolutional kernel size for temporal downscaling.
The comparison between different kernel sizes—3 x 3,5 x 5, and 7 x 7—reveals differences
in their performance, as shown in Table 4. The 5 x 5 kernel size showed the most consistent
and favorable results across the Full Model and the Reduced Depth model in terms of
RMSE, MAE, and MAPE metrics. The 3 x 3 kernel displayed slightly higher errors than the
5 x 5 kernel, indicating slightly diminished performance in capturing temporal dependen-
cies. Meanwhile, the 7 x 7 kernel size resulted in higher error metrics for both models,
indicating reduced accuracy in temporal downscaling. The overall trend suggests that the
5 x 5 kernel size excels in extracting relevant features and capturing temporal patterns
more effectively within the context of the temporal downscaling task carried out in this
research.
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Table 4. Performance of models with different convolutional kernel sizes.
Method Kernel 3 x 3 Kernel 5 x 5 Kernel 7 x 7
(RMSE/MAE/MAPE) (RMSE/MAE/MAPE) (RMSE/MAE/MAPE)
Full model 0.23/0.18/0.06% 0.20/0.17/0.06% 0.25/0.24/0.08%
Reduced Depth 0.26/0.24/0.08% 0.26/0.22/0.07% 0.31/0.26/0.09%
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Figure 10. Illustration of five selected areas, labeled Area I to Area V, showcasing the variations in
both spatial extent and latitude. Area I, Area II, and Area III represent regions where the spatial
domain progressively decreases in size, providing a comparative perspective on how varying spatial
scales influence the model’s performance. Additionally, Area I, Area IV, and Area V are arranged in
ascending order of latitude, allowing for an examination of the impact of latitudinal differences on
the effectiveness of temporal downscaling.

7. Conclusions

In this study, we introduced the enhanced residual U-Net, which incorporates advec-
tion loss in addition to regression loss for training and combines the strengths of U-Net and
ResNet to address the challenge of temporal downscaling in gridded geophysical data. The
architecture is specifically designed to harness both local and global features within the
data, thereby producing a robust and versatile model capable of delivering high-quality
downscaling results. The residual U-Net has been applied in many other fields [51-54]
(including spatial downscaling), and we are the first to apply it in the domain of temporal
downscaling. This design choice not only enhances the learning capability of the network
but also alleviates issues related to the vanishing gradient problem, allowing for deeper
and more effective networks. We also introduced a custom loss function that combines
Mean Squared Error (MSE) with a spatial regularization term, which collectively ensures
both the fidelity and spatial coherence of the downscaled output.

Our experimental results, based on a comprehensive evaluation using multiple grid-
ded geophysical datasets, validated the effectiveness of the enhanced residual U-Net model.
We demonstrated that the architecture outperformed traditional downscaling methods and
other state-of-the-art machine learning approaches in key metrics, including RMSE and
MAE, while maintaining computational efficiency.

In conclusion, the enhanced residual U-Net architecture stands as a robust and efficient
solution for the temporal downscaling of gridded geophysical data. Its design features,
including the use of residual blocks and a custom loss function, make it a highly promising
tool for both academic research and practical applications in the field of geoscience.

Future work could further enhance this architecture by incorporating additional
techniques for feature selection or by tailoring the network to different kinds of geophysical
data. Moreover, real-world applicability of this model could be tested in other domains
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requiring high-fidelity downscaling, providing a broader utility beyond the specific use-
case studied here.
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