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Abstract: The popularity of commercial unmanned aerial vehicles has drawn great attention from
the e-commerce industry due to their suitability for last-mile delivery. However, the organization of
multiple aerial vehicles efficiently for delivery within limitations and uncertainties is still a problem.
The main challenge of planning is scalability, since the planning space grows exponentially to the
number of agents, and it is not efficient to let human-level supervisors structure the problem for
large-scale settings. Algorithms based on Deep Q-Networks had unprecedented success in solving
decision-making problems. Extension of these algorithms to multi-agent problems is limited due
to scalability issues. This work proposes an approach that improves the performance of Deep Q-
Networks on multi-agent delivery by drone problems by utilizing state decompositions for lowering
the problem complexity, Curriculum Learning for handling the exploration complexity, and Genetic
Algorithms for searching efficient packet-drone matching across the combinatorial solution space.
The performance of the proposed method is shown in a multi-agent delivery by drone problem
that has 10 agents and ≈ 1077 state–action pairs. Comparative simulation results are provided to
demonstrate the merit of the proposed method. The proposed Genetic-Algorithm-aided multi-agent
DRL outperformed the rest in terms of scalability and convergent behavior.

Keywords: reinforcement learning; genetic algorithms; deep q-networks; delivery by drone; multi-agent
decision making

1. Introduction

In parallel with the increasing global popularity of commercial unmanned aerial
vehicles and the e-commerce industry, as well as the advancement of cellular networking
technology, drone delivery applications that involve transportation of medicines, food, and
postal packets in urban areas has attracted much attention [1]. With the increasing density
of drone operations, it is of paramount importance to plan the operations cooperatively
and effectively within urban airspace, since single drone operations are not sufficient to
meet the increasing demand for drone delivery operations.

Each member of this cooperative drone delivery team is simulated by an agent with
sequential dynamics and uncertainties due to imperfect vehicle models, environment dy-
namics, component failures, etc. Such multi-agent planning problems can be formulated
as multi-agent variants of Markov Decision Processes (MDPs) [2]. The main challenge of
solving an MDP in this context is scalability, since the planning space grows exponentially
with respect to the number of agents, and it is not efficient to have human-level super-
visors to structure the problem for such large-scale settings. With recent advancements,
modern artificial intelligence methods such as Deep Q-Networks (DQNs) combine the
representational capability of Deep Neural Networks (DNN) with Reinforcement Learning
(RL) [3] for computing how agents in a dynamic environment should act to maximize
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the future cumulative rewards. Although DQN and its variants have shown promising
results when dealing with single-agent problems [4], extending these results to planning
for multi-agent problems that accommodate large state spaces is still an open research
area [5–8]. This paper proposes an approach that improves the performance of DQN on
multi-agent planning problems by utilizing decomposition of states, learning a correction
network, and prioritized experienced replay and Curriculum Learning techniques. The
performance of the proposed method is demonstrated on a large-scale drone delivery
problem, as traditional DQN techniques become intractable quickly at a large number of
agents within the context of delivery by drone problem.

The paper initially reveals that RL techniques such as DQN and Deep Correction strug-
gle with the multi-agent scenario’s high dimensionality, notably in coordinating numerous
drones and packages promptly. To mitigate this, a dual-phase strategy is introduced. The
first phase utilizes a Genetic Algorithm (GA) for efficient drone-to-package matching, sim-
plifying the problem. Following this, a sophisticated single-agent model harnesses DQN,
PER, and Curriculum Learning for effective decision making in drone delivery, where
GA assigns tasks. This approach enhances computational efficiency and showcases the
capabilities of multi-agent systems in managing intricate delivery operations.

The study benchmarks different strategies, highlighting the limitations of DQN in
larger settings and the effectiveness of advanced methods like deep correction algorithms
in managing scenarios with constraints such as no-fly zones and fuel limits. The results
demonstrate the model’s capacity to learn and adapt in uncertain environments, and
the effectiveness of reducing problem complexity with package distribution through GA.
Computational times across various multi-agent configurations in drone delivery scenarios
are also examined highlighting the intricate dynamics of agent scalability and efficiency.
In the dynamic realm of multi-agent systems, a comprehensive simulation environment
tailored for multi-agent drone delivery challenges is also presented. Through the captured
snapshots, simulation results within a 10 × 10 grid showed the synergy of the proposed
strategies. In light of the capabilities of modern publicly available commercial delivery
drones, capable of transporting payloads over distances exceeding 25 km [9], our model
gains significant practical relevance. Illustratively, when considering the urban layout of
London, the average distance of 32 km between the northern district of Enfield and the
southern district of Croydon supports the operational radius within which these drones
could effectively operate. The feasibility of covering such distances is further supported by
the strategic placement of charging stations, enhancing the drones’ operational endurance.
This context not only underscores the practicality of our model, but also aligns it closely with
the logistical demands and geographical challenges of real-world urban delivery systems.

This paper is structured as follows: Section 2 presents the related work and contribu-
tions. Section 3 presents the nomenclature and preliminary. Section 4 defines the problem
formulation. Section 5 applies the theory to the current delivery problem, presenting the
proposed architectures. In Section 6, the results are presented, while Section 7 summarizes
the work and concludes the paper.

2. Related Work

The proliferation of Unmanned Aerial Vehicles (UAVs) in the military and civil appli-
cations to substitute humans in mundane, dangerous, or risky missions has made UAVs
a very active research topic in many engineering fields. Control practices for a single
vehicle or an agent have had major progress in executing advanced techniques, such as
adaptive control, intelligent control, and robust control during the development of control
theory. Within the aerial payload transmission context, the model-based predictive control
(MPC) designs have demonstrated promising results in UAV settings where suspended
payloads are considered [10]. Robust flight observers with guaranteed stability through
H∞ criteria showed remarkable effectiveness for the UAVs under disturbance and uncer-
tainty [11]. In recent decades, the idea of utilizing interconnected multi-agent systems
has gained more popularity in the continuation of the former developments, since many
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benefits can be obtained when complex solo systems are replaced by their heterogeneous
and multiple counterparts. Multi-agent systems can be defined as a coordinated network
of problem-solving agents, which cooperate to find answers to given problems that are
otherwise impossible to accomplish or highly time-consuming jobs. In general, the required
capabilities of collaborative scenarios are beyond the capabilities of a single agent.

The most prominent reasons why multi-agent systems are advantageous when com-
pared with solo systems can be given in terms of collaboration, robustness, and quickness,
in addition to scalability, flexibility, and adaptivity [12]. Since each member of a multi-agent
system executes a small part of a complex problem, those given reasons occur inherently.
Especially surveillance-like missions exploit multiple robots simultaneously since a team of
robots obviously has a big return due to the geographic distribution over using just a single
robot [13]. While a single robot can execute the mission from just a single observation point,
multi-agent systems can perform the mission from various strategic points that are spread
over a large area.

Due to its promising benefits, multi-agent planning problems are becoming prevalent
in engineering as an emerging subfield of Artificial Intelligence. Since the applications range
across the control of robotic missions, computer games, mobile technologies, manufacturing
processes, and resource allocation, it is also a widely acknowledged interdisciplinary
engineering problem that draws the attention of researchers from distinct fields, including
computer science [13], aerospace engineering [14], operations research [15], and electrical
engineering [16].

Designing a multi-agent planning framework involves many challenges. This study focuses
on the challenges regarding uncertainty management and scalability of centralized systems.

2.1. Significance of Uncertainty

The common theme among the applications of multi-agent systems, including robotic
missions [17], distributed vehicle monitoring [18], resource allocation [19], and network man-
agement [20], is the uncertainty in stochastic agent dynamics and external disturbances [21].
Stochastic agent dynamics stem from sensor dynamics and model dynamics. An autonomous
robot that operates in the real world incorporates sensors to determine its state, which involves
errors that can be modeled with probabilistic models. Besides sensor dynamics, the model of
the system also comprises stochastic agent dynamics. Most of the planning algorithms suffer
from deficient system models. This deficiency is usually caused by inaccurate or even not
available models in many practical situations [22]. Taking into account the model uncertainty
while optimizing the decision-making process is a challenging issue even for a single agent. In a
multi-agent setting, an agent should consider the other agent’s dynamics in the team to reach
the best common goal [23], which further complicates the decision-making process. In order to
model uncertainties in our problem formulation, the MDPs [22] and its multi-agent variant will
be utilized in our proposed approach.

2.2. Significance of Scalability

Planning a multi-agent system is even more challenging since the planning space
increases exponentially with the number of agents [24]. Due to the exponential growth of
the size of the planning space with respect to the number of agents, scalability is recognized
as a crucial limitation for the application of multi-agent planning algorithms to real-world
scenarios [25]. Instead of using standard approaches such as domain-knowledge-supported
algorithms that require human-level intervention in the planning phase, more popular
techniques such as deep learning will be utilized. Exploiting the ability to learn a non-linear
function of such a technique with the reduced amount of parameters brings the skill of
resolving the scalability issues together. The collaborative systems also need resource
allocation and task assignment that leverage the strengths of each member to achieve
optimal performance and results [26,27].
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2.3. Centralized Solutions

This setting requires all the agents to communicate with each other and will be devel-
oped using Multi-agent Markov Decision Processes (MMDPs) as described in Section 3.2.
MMDPs are an extended version of standard MDP models to formulate multi-agent
decision-making problems. Most of the large-scale problems suffer from the curse of
dimensionality. Having high dimensional spaces such as multi-agent planning problems
impedes the convergence rate significantly. Centralized formulations also have large plan-
ning spaces since joint spaces of each agent are considered, and hence, these multi-agent
systems suffer from being exponential in the size of planning space as the number of agents
increases [28]. Therefore, classical Dynamic Programming (DP) methods are not practical
for such problems since they do not scale well. In order to reduce the computational
complexity of the problem, approximate dynamic programming methods are developed to
obtain at least near-optimal results. However, many of these algorithms depend on domain
knowledge and extensive tuning. Recent advances in applying deep structures to multi-
agent systems show encouraging results [29,30]. By utilizing deep networks, the problems
with large spaces can be solved by minor tuning that just comprises network topology.

2.4. Contributions

The contributions of this study mainly aimed to address the challenges described
above by solving Multi-agent MDPs with hybrid methods combining DQNs, Curriculum
Learning, Prioritized Experience Replay (PER), Utility Decomposition with Deep Correc-
tion, and GA. The main contribution of this study is the development of a framework for
centralized multi-agent planning problems that outperform Multi-Agent DQNs for solving
large-scale MMDPs and analysis of their performance. The second contribution of the study
is to apply the framework to the problem of delivery by drone where several agents need
to act collaboratively to pick up and deliver the packets to given positions with limited fuel
and limited cargo bays.

However, adapting these novel DQN methods to existing problems that are formulated
by MDPs is a non-trivial challenge, since deep neural networks have various topologies
and configurations [31]. As DQN is also a function approximator for a large-scale planning
problem, instead of trying to get optimal solutions that can be obtained in exact representa-
tion, near-optimal solutions are expected to be achieved. Understanding the dynamics of
DQN and finding the best topology and configuration among the vast majority of options
to obtain near-optimal solutions is another important focus of this study. It is also aimed
to develop decomposition-based methods to expedite the learning speed for multi-agent
settings. In this context, a custom decomposed deep q-network is designed and imported
into the multi-agent decision-making framework. The developed decomposition method is
applied to the delivery by drone problem that is highly aligned with the planning problem
of multi-agent delivery by drone.

In addressing the limitations imposed by the curse of dimensionality, a significant
contribution of this work lies in the application of a GA. This strategic integration capi-
talizes on the independent nature of the packet delivery problem, providing an efficient
means to distribute tasks effectively among agents. By leveraging the strengths of the GA,
this approach contributes to overcoming scalability challenges and enhancing the overall
performance of the multi-agent delivery by a drone system.

Initially, it has been shown that RL algorithms such as DQN and Deep Correction
suffered from the curse of dimensionality of the multi-agent framework, especially when
linking numerous drones and packages within a realistic timeframe. To address this
computational challenge, a two-fold strategy has been introduced. The first phase leverages
a Genetic Algorithm for efficient drone-to-package assignments, effectively reducing the
problem’s complexity to a one-to-one relationship. Subsequently, the application of a refined
single agent model, employing the strengths of DQN, PER, and Curriculum performed
efficiently on the decision making of drones in delivery problems where tasks are assigned
to agents by GA. This two-fold approach not only addresses computational feasibility, but
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also illuminates the potential of multi-agent systems in orchestrating complex delivery
tasks.

3. Preliminary

In this section, the preliminary methods utilized in the planning of the multi-agent
delivery by drone problem are briefly introduced, such as MDPs and its multi-agent
extension, reinforcement learning, deep Q networks, deep neural networks, experienced
replay and its prioritized extension, Curriculum Learning, utility decomposition, deep
correction, and Genetic Algorithm.

3.1. Markov Decision Processes

Markov Decision Processes are a common structure to analyze decision-making prob-
lems when outcomes are uncertain [32]. MDPs, the sequential decision-making formu-
lations, is an extension of Markov Processes with added an action choosing mechanism.
Likewise, Markov Processes have the Markov property, which requires a future state to be
dependent only upon the present state, not the series of previous states that led to having
the current state. Markov Processes have the following properties:

• Finite number of states and possible outcomes;
• The outcome at any state only depends on the outcome of the prior state;
• The probabilities are constant over time.

Figure 1 ordinarily shows the state transition probabilities between three states, i.e.,
S0, S1, and S2, and two actions, i.e., a0 and a1, along with some rewards.

Figure 1. Markov Process vs. Markov Decision Process

Many planning and decision-making problems require choosing a sequence of decisions [33].
The problems that are formulated by MDPs require a known model and a fully observable
environment. The MDP model consists of states, actions, rewards, transition probabilities, and
discount factors. Hence, MDP is a tuple defined by:

⟨S ,A, T ,R,γ⟩, (1)

where S is the state space, A is the action space, T : S ×A× S →[0, 1] is the transition
model, R : S →R is the reward model, and γ ∈ [0, 1) is the discount factor. Discount
factor balances current and future rewards and smoothly reduces the impact of prompt
rewards. It also enables to building of a strategy to maximize overall reward at the expense
of immediate rewards. T (s, a, s′) is the transition probability of getting the state s′ ∈ S by
applying the action a ∈ A when in the state s ∈ S . Let sk, ak, rk denote the state, the action,
and the reward at time step k. As MDP is a sequential control formulation, a trajectory can
be denoted as s0, a0, r0, s1, a1, r1, s2, a2, . . ., where the action ak ∈ A is chosen according to a
policy π : S → A [34].
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3.2. Multi-Agent Markov Decision Processes

Multi-agent Markov Decision Processes is an extended version of MDPs to adapt them
to multi-agent problems which consist of multiple agents trying to optimize a common
objective. The MMDP formulation has lots of similarities with the exception that possible
decisions, namely actions, are distributed among agents in the system [35]. This formulation
still requires each agent to observe the true state of the domain and coordinate on their
taken actions [36]. MMDP expands the above framework to a set of n agents. An MMDP is
also defined by a tuple:

⟨na,S ,A, T ,R,γ⟩ (2)

where na ∈ Z is number of agents and ⟨S ,A, T ,R,γ⟩ is a MDP with factorized action space:

A = A1 ×A2 × . . .Ana , (3)

whereAi denotes the local action sets of agent andA is the joint action set of the multi-agent
problem [37]. Note that the size of the action space is exponential in number of agents. In
many multi-agent problems, factorization of state space, transition models, and rewards of
the agents are possible. By exploiting that structural property, computationally efficient
algorithms can be developed [38].

State space S is factorized into individual state spaces of each agent as follows:

S = S1 × S2 × . . . Sna × S e
1 × S e

2 . . . S e
ne (4)

where Si denotes the individual states for ith agent, S e
j is the state of external variable j, and

ne is the dimension of the external states. Many real-life problems utilize this assumption,
such as multi-agent traffic regulation problems, where the states of the traffic lights are
associated with individual states and the position of the vehicles can be associated with
external states. Transition dynamics can also be factorized as follows:

T = T1 × T2 × . . . Tna × T e
1 × T e

2 . . . T e
ne (5)

where Ti : (Si × S e) × Ai × Si → [0, 1], i = 1, . . . , na, and T e
i : S × A × S → [0, 1],

i = 1, . . . , ne. Note that while the transition dynamics of each agent only depend on
the agent’s external states, individual states, and individual actions, external transition
dynamics depend on joint action space and joint space. Hence, the dynamics of the external
states are not decoupled from agents, they are influenced by actions of all agents. The
reward can also be decomposed as:

R = R1 +R2 + · · ·+Rna (6)

where each Ri : Si × S e ×Ai → R. Each local reward is individually dependent on the
local states, local actions, and joint space of external states. Since MMDP is basically an
MDP that has a specific structure that can be factorized, modeling multi-agent problems
becomes easier. Thus, MMDP problems can be solved as an MDP. However, even factorized
MMDPs have large state and action spaces that are exponential to the number of agents,
those classical approaches usually do not scale well for multi-agent problems.

3.3. Reinforcement Learning

Reinforcement Learning is a class of machine learning solution methods that is highly
effective with stochastic optimal control and decision-making problems which can be
formulated as MDP [22]. RL problems consist of an agent that is learning the best behavior
through a kind of trial–error interaction with a certain dynamic environment. It primarily
focuses on how an agent should develop a policy that leads to achieve goals in a complex
environment where uncertainties might exist. As RL does not always require scientists to
construct a model of the problem, it allows to development of generalized algorithms that
can be applied to various problems.
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At each time step, the agent, being in a state, performs an action, the environment
provides a reward, and the agent moves to the next state; this dataset includes state, action,
and reward, and the next state is called the experience through which the agent can learn
which actions lead to higher rewards [39]. A state st is descriptive information of a system
that covers all the information relevant to an agent’s decision-making process at a particular
time. As seen in Figure 2, the dynamic environment provides a new state st+1 and a reward
rt on each step of interaction the agent attempts with action at. The overall goal of the agent
is to maximize the total rewards so that the agent can optimize the policy π by mapping
the states to actions to perform better.

Figure 2. Agent interacts with the environment in a reinforcement setting.

The objective of the planning problem is to find a policy π∗ by maximizing the
cumulative discounted reward for a given initial state s0:

Rt = rt + γrt+1 + γ2rt+2 + . . . + γn−trn

= rt + γRt+1 =
T

∑
k=t

γk−trk
(7)

where rt is the reward at step t and γ ∈ [0, 1) is the discount factor. The value of taking
an action in a state under policy, Qπ(s, a), is the expected return starting from that state,
taking that action as given below:

Qπ(s, a) = E[Rt|st = s, at = a]

= E
[

T

∑
k=0

γk−trk|s0, a0 = a, ak = π(sk)

]
(8)

where E[.] is the expectation operator taking over the possible next states sk+1 and Qπ(s, a)
is the state–action value function under policy π.

The Bellman equation is an optimality condition associated with DP and is widely used
in RL to update the policy of an agent. The Bellman update only guarantees convergence to
the optimal state–action value function Qπ∗(s, a) if every state is visited an infinite number
of times and every action is tried an infinite number of times. It can be shown that Qπ(s, a)
satisfies the Bellman Equation [40]:

Qπ(s, a) = Es′
[
R(s, a, s′) + γQπ(s′, π(s′)

]
(9)

In particular, the optimal policy π∗ is defined as:

π∗(s) = arg max
a∈A

Qπ(s, a) (10)
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where, for a given state, the action with the biggest value in the value function is chosen
through all other action candidates. Training of RL is highly sensitive to several high-level
parameters including exploration–exploitation dilemma and how the q values are stored.

3.3.1. Exploration–Exploitation Dilemma

The exploration–exploitation trade-off dilemma emerges for RL and not in other kinds
of learning [22]. While the agent aims to maximize the cumulative discounted reward, it
exploits its policy and it probably leads the agent to get stuck at a local optima or makes
the agent never find a good policy, especially at the very beginning when the agent is
uneducated. However, the exploration is to find out which actions might lead to good
rewards, at the first place the agent must try actions out and run the risk of getting a penalty.
The majority of practical implementations are balancing exploitation and exploration by
utilizing the ϵ− greedy algorithm [41]. In this study, the ϵ− greedy algorithm has been
applied with a ϵ− rate so that the agent starts with exploration and as the learning advances
it shifts to exploitation since the environment is known better.

3.3.2. Representations

The way of storing the values for state and action pairs is called representation.
Representation is separated into two main groups as tabular representations and compact
representations [42]. In tabular representation, each state and action pair is stored in a
look-up table. This way of representation offers optimal decisions. However, due to the
curse of dimensionality for large state–action spaces, this type of representation requires
huge memory in practical applications [43]. This drawback pushed the researchers to
move away from tabular representations to more compact representations. In compact
representations, the value of each state–action pair is estimated implicitly using given
features. One possibility as a compact representation is to use multilayer perceptrons such
as deep neural networks to overcome the drawbacks of the curse of dimensionality to
some extent.

3.4. Deep Q-Networks

Deep Q-Networks is a technique that adapts neural networks into RL to address
otherwise intractable problems [44]. It is a generalizing approximation function across
the state and action pairs to reduce dependency on the domain knowledge of large-scale
problems with efficient use of computational resources. Recent studies on machine learning
and, in particular, on deep learning have demonstrated very promising successes in solving
problems with complex and high dimensional spaces [41]. DQN is capable of representing
non-linear functions that RL requires to store mappings of state–action pairs to Q values.
Deep neural networks are exceptionally good at coming up with good features for highly
structured data. DQN could represent the Q-function with a neural network, which takes
the state as input and outputs the corresponding Q-value for each action. DQN also utilizes
the Experience Replay concept to successfully approximate the q values.

3.4.1. Deep Neural Networks

The Deep Neural Network is a technique inspired by how the human brain works
to make it possible for machines to learn from data [45]. DNNs became more popular
since they outperformed most of the current machine learning algorithms. The most
significant reasons cause that neural networks can represent any smooth function at all
with enough training samples [46], the back-propagation algorithm enables training the
network just using simple operations over derivatives [47], and being able to get trained
through GPU thus doing it outperforms CPU by far [48]. In contrast to customary neural
network applications, in the reinforcement learning context, there is no readily available
training set to train the algorithm. Each training label should be inferred during iterative
value updates.
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The network is modeled by the output function y(x, w), where x is a vector of inputs
and w is a vector of weights. The output function y varies with changes in the weights. Our
goal is to find the weight vector that minimizes the error. The error is due to the improper
values of weights resulting from a difference between the desired output and the network
output for that training data pair. That pair includes an input vector x and a label vector y.
Define a topology:

T = {L1, L2, . . . , Lm} (11)

where m is the number of total layers and Li is the ith layer of the network.

3.4.2. Training with Back Propagation

Training of a network is done by following the steps given below.

1. Given a training set:
D = {(x(1), y(1)) . . . (x(t), y(t))} (12)

where t is the total number of training pairs.
2. For each element of the training set, feed-forward the input x(d) and obtain output

y(d), then calculate the error:

E(d)(w) =
1
2

|Lm |

∑
i=1

(y(d)i − o(d)i )2 (13)

where d stands for dth training data and |Lm| stands for number of neurons in the
mth layer.

3. Then, calculate the gradient:

∇E(d)(w) =

[
∂E(d)

∂w1
11

,
∂E(d)

∂w1
12

, ...,
∂E(d)

∂wm
ij

]
(14)

4. Update the weight using gradient descent:

∆w = −η∇E(w)

w = w + ∆w

wi = wi − η
∂E
∂wi

,

(15)

3.4.3. Experience Replay

The fully connected network used in Deep-Q-Networks tends to forget the previous
experiences as new samples are collected. As the importance of batch data processing
mentioned before, the experience replay technique addresses the issue of how the elements
should be selected from memory into the batch list [41]. To perform experience replay, the
agent’s experiences are stored as et = (st, at, rt, st+1) in a memory buffer. These experience
elements consist of state, action, reward, and next state. The populated memory is used to
select the elements of the batch using a uniform distribution. Then, the batch list is replayed
when training the network. This randomized mechanism allows the learning algorithm
to be more stable by removing the correlations in the observation sequence. It also brings
together a smoother convergence over the changes in the experienced data distribution.

4. Problem Description

This section introduces the definition of the delivery by multiple drone problems
and investigates the details of the operation as this problem is challenging enough to
demonstrate the proposed methods. The drone delivery problem has been treated as a
grid-world problem. The primitive setting of the grid world problem consists of an agent,
a partitioned area closed with walls, at least one reward point, and some non-compulsory
blocked and penalty partitions. Our agent can move one step at a time and have five
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actions, including do nothing, up, down, left, and right. In order to experience uncertainty,
the outcome of each action is modeled as a stochastic process [33]. As seen in Figure 3, if
the agent tries to go up, it will move to the desired position with a probability of 0.8, but
there is also a substantial chance it finds itself in left or right grids with a probability of
0.2. This kind of movement can be influenced by external factors, such as wind, actuator
variability, and sensor precision. Therefore, the next movement can inadvertently align
with the result of one of the adjacent actions (e.g., a drone moving ’left’ might drift ’up’
or ’down’ in the cell representation). This adjacency in action outcomes reflects the real-
world challenges of precise control in a dynamic environment. Acknowledging these
sources of uncertainty, our model aimed to capture the unpredictable dynamics, providing
a simplified yet representative framework for the analysis.

If the agent bumps itself into the outer walls or blocked grids, it will stay in the same
position. While reaching the goal state has a positive reward, such as +1, reaching the
penalty states have a negative reward, such as −1. Since there is a small yet effective
movement penalty, such as −0.04, the main object of the problem is to reach the goal state
with the smallest number of steps. The row and column position of the agent represents a
state for the problem. The initial state can be selected either fixed or randomly depending
on the requirements of the method that will generate a solution to the planning problem.

The assumptions made during modeling the problem in this study are listed as follows:

• Any drone can travel only along the grid (not diagonally);
• Each cell in the grid is large enough to fit multiple drones, and therefore, collision is

not considered;
• Take-off and landing durations are not considered;
• Only distance traveled is considered during fuel consumption, the time spent is ignored;
• Reaching out to the associated cell is sufficient for a drone to fuel up, pick up, or

deliver the package;
• The agents can independently move on the grid.

(a) (b)

Figure 3. Illustrative examples of primitive environments with action uncertainty utilized as a
baseline in both delivery by drone simulations and evaluating hyper-parameters for the methods,
i.e.,the single-agent and multi-agent grid world. (a) Single-agent grid world problem illustrating
cells that can be blocked, rewarded, and penalized along with the uncertainty of the action “up”.
(b) Simplified multi-agent grid world problem where agents are rewarded once agents meet the high
reward cell.

4.1. Formulation

The multi-agent delivery by drone planning problem is derived from the single-agent
grid world problem. The configuration is almost identical except for the number of agents
and refuel stations. This planning problem is designed to evaluate the performance of
algorithms that support multi-agent decision making. The main goal of such a setting
is to generate such a policy that allows the agents to collaboratively seek to maximize
cumulative rewards using multi-agent MDPs. Due to the multi-agent setting, each agent in
fact is represented by a decision-maker agent and occupies a position in a grid. Each agent
can take any of five actions to change its current position toward a goal.
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In addition to primitive settings, the delivery by drone setting introduces new di-
mensions to the state due to the package pick-up position, delivery point, and battery
consumption. Both the package and its destinations are also represented by another po-
sition in the grid. The prominent properties of the delivery by drone problems that have
been considered when modeling the environment are such as refueling stations, blocked or
no-fly zones, packets waiting to be picked, and the delivery point for each specific packet.
In order to let the agent learn to deliver a package, a positive reward of +1 can be provided
for successfully flying to a delivery position with the packet has been picked. The notations
used throughout the problem formalization section are listed in Table 1.

Table 1. Notations used for delivery by drone problem.

N Number of agents
e Length of episode
t Step number within the episode (t ∈ {1, . . . , e})

Fmax Maximum fuel capacity of an agent
∆ f Discrete fuel consumption upon each action
R Row count of gridTable (X Coordinate)
C Column count of gridTable (Y Coordinate)
ni ith agent (i ∈ {1, . . . , N})
st State of multi-agent problem at step t
sn

t State of nth agent
xn

t X coordinate of nth agent in the grid (x ∈ {0, . . . , R− 1})
yn

t Y coordinate of nth agent in the grid (y ∈ {0, . . . , C− 1})
f n
t Fuel status of nth agent

pxn
t X coordinate of packet

pyn
t Y coordinate of packet

dxn
t X coordinate of delivery target

dyn
t Y coordinate of delivery target

p′ The state scalar showing packet picked up
d′ The state scalar showing packet delivered
An Action space for nth agent
an

t Action selected for nth agent at step t
pact Probability for the environment to apply the selected action

4.1.1. State Space S
The global state of the problem for multi-agent case st = {s1

t , s2
t , . . . , sn

t }, where st can
be decomposed as in Equation (16):

st = (x1
t , y1

t , f 1
t , px1

t , py1
t , dx1

t , dy1
t ; . . . ; xn

t , yn
t , f n

t , pxn
t , pyn

t , dxn
t , dyn

t )
T (16)

The overall state st comprises individual states sn which are identical in terms of
structure among all the agents. The state of each agent is given by several scalar variables
describing the vehicle‘s position, fuel state, the position of the package assigned to the
vehicle, and the delivery point that the vehicle should visit with the packet. Each element
in the state is given by scalar variables describing the status of vehicle and packages, where
xn

t , yn
t , f n

t are the position and the fuel status of the nth vehicle, pxn
t and pyn

t are the position
of package to be picked which is already assigned to the nth vehicle, and lastly dxn

t and dyn
t

are the delivery points denoting the vehicle should visit just after picking up the package
as listed in Table 1.

In a delivery by drone setting an agent will not be able to endlessly deliver the
packages due to having limited battery capacity. With every movement of the agent the
charge of the battery will decrease slightly. With the limited battery capacity, running out of
power keeps the agent out of service, which results in having no more rewards. Therefore,
the environment improved by placing a charging station or refueling station on the grid.
Thus, the agent can fly towards the station to recharge its battery to be able to deliver
more packages to have more reward. The multi-agent scenario of the delivery by drone



Drones 2024, 8, 71 12 of 32

problem has been depicted in Figure 4. The agent needs to take appropriate actions towards
frequently visiting the charging stations when the battery is low even though the charging
station is not on the optimal path between the agent, packet, and delivery point. If the fuel
state reaches zero before visiting the refuel station, the vehicle will ignore any action and
keep its last state resulting in an ineffective agent. Therefore, the fuel state f n

t at step t for
the nth vehicle can be give formalized as:

f n
t ∈ {0, ∆ f , 2∆ f , . . . , Fmax − ∆ f , Fmax} (17)

where ∆ f is the decrements each time an action is taken and Fmax is the max fuel state just
after the initialization or refuel station is visited.

(a) (b) (c)
Figure 4. Illustrative example of the delivery by drone problem. The agents, fuel stations, blocked
cells, packages, and delivery points are randomly spread out to the grid at the beginning of the
problem. As steps move forward, each agent makes a decision and takes an action. As a result of
this, agents interact with the environment in the following ways: refuel, pick up package, deliver
previously picked-up package, or cannot move anywhere due to empty fuel. (a) Randomly initialized
delivery by drone problem at step t = 0 with 2 sets of agents and packages, the blocked cells and
fuel stations that will max out the fuel are fixed. (b) The status of the environment at step t = 5 after
taking optimum actions towards a collaborative goal ends up less energy left as the fuel station is not
visited yet. (c) Legend for delivery by drone problem.

The packet position variables pxn
t and pyn

t , and delivery points dxn
t and dyn

t can take
p′ and d′, respectively, as a value unlike the other position values. It has a special meaning
decoded into the state space to indicate to the algorithms that the package was picked or
delivered. Both pxn

t and pyn
t will take p′ when the package is picked; otherwise, both will

point out the exact location of the package in the grid. Both dxn
t and dyn

t will take d′ when
the package is delivered; otherwise, both will point out the exact location of the delivery
point for the package in the grid.

pxn
t , pyn

t ∈
{
{(0, . . . , C− 1), (0, . . . , R− 1)}, not picked up
{(p′, p′)|p′ < 0}, picked up

dxn
t , dyn

t ∈
{
{(0, . . . , C− 1), (0, . . . , R− 1)}, not delivered
{(d′, d′)|d′ < 0}, delivered

(18)

4.1.2. Action Space A
The action space for nth agent depends on the status of agent‘s, package‘s, delivery

point‘s position, and fuel remaining for the vehicle. The action space for An is determined
as follows:

• If packet is not delivered yet, Ai ∈ {up, down, le f t, right};
• If packet is delivered and no more available, Ai ∈ {donothing};
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• If fuel is empty, Ai ∈ {donothing}.

4.1.3. State Transition Model T
The state transition model T covers the qualitative description of problem dynamics

given at the start of this section. It captures the probability of certain results happening
after a given action thus creates uncertainty. The model given here can be partitioned into
dynamics for each individual agent [49]. The dynamics for the operation of delivery by
drone problem are described by the following rules:

• If the fuel f n
t is not zero, the agent moves toward the direction of action selected with

a probability of pact by only one unit away from where it is located or moves toward
the direction of one of the adjacent action indicates with a probability of (1−pact)

2 .
• If the resulting action makes the agent move towards a blocked state, the agent remains

in its previous state.
• If the fuel f n

t is zero, the agent remains in the same position forever with Ai ∈
{donothing}.

• If the agent reaches a position where a refueling station exists f n
t is maxed out to Fmax.

• If the agent moves to a different cell than where it is located, the fuel variable f n
t

decreases by ∆ f for each step.
• If the agent reaches a position where the package exists (xn

t ,yn
t )=(pxn

t , pyn
t ), the agent will

continue to transition to another cell selecting an action fromAi ∈ {up, down, le f t, right}
in the next step and the packet states will be equal to (p′,p′) to indicate that packet is
picked up.

• If the agent reaches a delivery point with a package, the agent does not transition from
this state and continues to apply Ai ∈ {donothing} and both packet state and delivery
point state will be set to p′ and d′, respectively.

4.1.4. Reward ModelR
The reward model primarily promotes delivering packages. Besides that, in order to

encourage picking package, achieve goals with fewer actions, and travel with fuel levels
far from staying in the middle of nowhere, there are other rewards. These rewards are
minor as they can cause to stuck at local maxima. Minor rewards can be achieved when
fuel stations are visited and packets are picked up.

R(st, at) = Rd ∗ ndelivered(st)

+ Rp ∗ npicked(st)

+ R f ∗ n f ueled(st, st−1)

+ Rm ∗ nmoves(st, at)

(19)

where:

• ndelivered(st): number of packages delivered;
• npicked(st): number of packages picked;
• n f ueled(st, st−1): number of visits to the fuel station;
• nmoves(st, at): number of moves taken.

Moreover, Rd, Rp, R f , and Rm are the relative rewards of delivering a package, picking
up a package, visiting the fuel station, and penalty for taking too many actions to achieve a
global goal, respectively.

5. Methodology

This section describes the methods that have been applied to the delivery by drone
problem and the methods are compared in the following section. These methods are
deep reinforcement learning, deep correction, and the proposed package distribution that
combines the Genetic Algorithm with reinforcement learning and Curriculum Learning.
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5.1. Application of Deep Reinforcement Learning

The application of Deep Reinforcement Learning (DRL) in the multi-agent delivery by
drone problem is the baseline for the following enhanced methods. It is a pivotal method
for enabling intelligent decision making and action selection. The network structure, as
illustrated in Figure 5, serves as the foundation for this application, encompassing neural
layers that facilitate the learning and representation of complex relationships within the
environment.

The input to the DQN consists of a comprehensive cascaded state vector, capturing
essential elements crucial for informed decision making by each agent. This state vector
includes the positional information of the agent within the environment, the remaining
fuel levels, the coordinates of the packet to be picked up, and the delivery destination
for each agent. This holistic representation ensures that the network is equipped with a
comprehensive understanding of the current environmental context and the specific tasks
assigned to each agent.

The hidden layers embedded within the network structure play a vital role in captur-
ing the intricate dependencies and patterns present in the multi-agent delivery drone
problem. Through a process of supervised learning and reinforcement learning, the
DQN adjusts the weights and biases of these hidden layers to approximate the optimal
action–value function.

The network’s output is a set of Q-values, each corresponding to a possible action for
each agent. The available actions typically encompass fundamental movements, such as
up, down, left, and right, along with a ’do nothing’ option. These Q-values quantify the
expected cumulative rewards associated with each possible action, providing a basis for
the agent to make intelligent decisions that maximize its long-term objectives.

During the training phase, the DQN utilizes a combination of experiences from the
environment and the rewards obtained through delivery by drone environment to up-
date its parameters. The objective is to learn a collaborative policy that guides agents
in selecting actions that lead to the maximization of cumulative rewards over time. The
depicted network structure in Figure 5 exemplifies how Deep Q-Networks are applied to
address the multi-agent delivery drone problem. By incorporating comprehensive input
representations, hidden layers for learning complex relationships, and output Q-values
guiding action selection, the DQN framework enables agents to navigate the environment
and fulfill their delivery objectives up to a certain amount of agents within reasonable
learning steps.

5.2. Prioritized Experience Replay

Prioritized Experience Replay is an extension of replay memory, which addresses
which experiences should be replayed to make the most effective use of experience storage
for learning [50]. Since most of the problems included in RL exhibit sparse rewards,
reaching these rare rewards and making inferences about the problem requires different
novel techniques. Coping with sparse rewards is one of the biggest challenges in RL [51].
One can classify the state transitions as ’surprising’ when an agent happens upon a positive
reward and ’boring’ when an agent gets nothing different as the outcome of an action
[52]. Therefore, some transitions have importance over the others. The learning algorithm
should focus on the experiences that are more important using the prioritized experience
learning to be able to learn faster.

In order to differentiate the surprising and boring transitions, PER uses the temporal
difference (TD) error that simply computes the difference between target network prediction
and q-network prediction to assign a priority over the received experiences [53]. A big TD
error results in a higher priority:

TDerror = |Q(s, a)−Q∗(s, a)| (20)
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This TD error can be transformed into a priority:

pi = [TDerror(i)− ϵ]α (21)

where i is the index of experience, pi represents the proportional priority of experience i,
and ϵ is a small positive constant that prevents transitions not being revisited once their
error is zero. The exponent α determines how much prioritization is used, with α = 0
corresponding to the uniformly selected experience as in Experience Replay. Then the pi
priority can be translated to a probability, so one can simply sample it from the replay
memory using its probability distribution. An experience i has the following probability of
being picked from the replay memory:

Pi =
pi

∑ kpk
(22)

When a problem requires large datasets and memory buffers, searching from memory
for the element that has the highest priority can be intractable in practice with usual data
structures. The sum-tree is a commonly used data structure for PER and it offers the search
to be completed at O(logN) complexity. In sum-tree, the value of a parent node is the sum
of its children. Only leaf nodes store the transition priorities and the internal nodes store
the sums of their own child. To sample a minibatch of size k, the range [0, ptotal ] is divided
into k ranges [50]. Then, a value is uniformly sampled from each range.

Figure 5. An example of the network structure for multi-agent delivery drone problem with hidden
layers. The input is the cascaded state vector elements including the position of the agent, remaining
fuel, the position of the packet to be picked up, and the delivery point of each agent. The output is
the q-value of each possible action for each agent including up, down, left, right, and do nothing.

5.3. Utility Decomposition with Deep Correction Learning

In the past, decomposition methods were suggested as a way to estimate solutions
for complex decision-making problems that occur sequentially [54]. In situations where
an agent interacts with multiple entities, a technique called utility decomposition can be
utilized. This approach considers each entity separately, calculating their individual utility
functions. These individual functions are then combined in real time to solve the overall
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problem while sacrificing optimality. Deep-neural-network-based correction methods are
then applied to learn correction terms to improve the performance [55].

5.3.1. Utility Decomposition

Utility decomposition consists of the process of breaking down the complex formula-
tion of a problem into simple decision-making tasks. Each subtask is then solved separately
in isolation. As solving the global problem suffers from the curse of dimensionality, solving
each isolated subtask requires exceptionally less computation power [55]. At the end of
the process each solution is combined through an approximate function f , also named the
utility fusion function, such as:

Q∗(s, a) ≈ f (Q∗1(s1, a), . . . , Q∗n(sn, a)) (23)

where Q∗ is the optimal value function of the global problem and n denotes the subtask id.
According to [55], for the independent agents two approximation functions, max-sum and
max-min, can be utilized to combine the subtask solutions:

Q∗(s, a) ≈∑
i

Q∗i (si, a) (24)

This approach equally weighs the Q-Values of each agent. Instead, another strategy is
to consider taking the minimum as follows:

Q∗(s, a) ≈ min
i

Q∗i (si, a) (25)

In this study, the first approach is focused on the sake of simplicity and evaluated the
performance of the decomposition method with respect to regular deep q-networks.

5.3.2. Deep Correction

This technique makes use of the decomposed utility functions to guide the RL agent
toward an ideal policy while using less training data [55]. The architecture of the deep
correction method is depicted in Figure 6. The method is inspired by the multi-fidelity
optimization [56]. The composed model is evaluated as Qlo and the model that takes into
account the deep correction network is considered as a part of Qhi, as given in Equation (26).
The deep correction network is the additive part that is nothing but another DQN.

Figure 6. Architecture of decomposed deep correction network. The global state is decomposed into
substates that represent each agent, and the substates are fed into pre-trained single-agent networks.
In order to approximate the global Q-function, the output of the utility fusion is combined with the
output of the deep correction network.
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The global Q∗ functıon can be given as the sum of low fidelity model and the correction
term as follows:

Q∗(s, a) ≈ Qlo(s, a) + δ(s, a; θ) (26)

The cost function that needs to be optimized with respect to θ will be:

J(θ) = Es′ [(Q
∗+(s, a)−Q∗(s, a))2] (27)

where Q∗+ can defined as the updated value as:

Q∗+(s, a) = r + γ max
a′

Q∗(s, a′) (28)

The gradient of the cost function can be derived with respect to the network parameters
of the correction network:

∇θ J(θ) = −(Q∗+(s, a)−Q∗(s, a))∇θQ∗(s, a) (29)

Substituting Equation (28) into gradient will give:

∇θ J(θ) = −(r + γ max
a′

Q∗(s, a′)−Q∗(s, a))∇θQ∗(s, a) (30)

Substituting Equation (26) makes the gradient as given below:

∇θ J(θ) = −(r + γ max
a′

(Qlo(s, a′) + δ(s, a′; θ))

− (Qlo(s, a) + δ(s, a; θ))∇θ(Qlo(s, a) + δ(s, a; θ))
(31)

As ∇θQlo(s, a) does not change with θ, the resulting gradient function will become:

∇θ J(θ) =− (r + γ max
a′

(Qlo(s, a′) + δ(s, a′; θ))− (Qlo(s, a) + δ(s, a; θ))∇θδ(s, a; θ) (32)

The gradient descent update rule will optimize parameter θ as given below:

θ ← θ − α∇θ J(θ) (33)

Therefore, taking the gradients with respect to trainable parameters, the update rule
becomes as following:

θ ← θ + α[r + γ max
a′

(Qlo(s, a′) + δ(s, a′; θ))− (Qlo(s, a) + δ(s, a; θ)]∇θδ(s, a; θ) (34)

5.4. Curriculum Learning

Curriculum learning is a technique in RL that involves gradually increasing the
difficulty of the tasks or environments faced by an RL agent as it learns and improves.
By starting with simpler tasks and gradually moving on to more complex ones, the agent
can learn more effectively and generalize faster. The gradual increase in difficulty allows
the agent to build up its skills and knowledge gradually, rather than being overwhelmed
by trying to learn too much at once. When the given task is complex due to opponents,
suboptimal representations or sparse reward settings learning can be remarkably slow [57].
It also allows the agent to focus on specific aspects of the task at a time, which can help
prevent overfitting and ensure that the agent generalizes well to new situations. It would be
beneficial to have the learning process focus on examples that are more valuable and neither
too challenging nor too simple [58]. Therefore, this technique helps an RL agent to learn
and adapt to new environments and tasks, and can be particularly useful in scenarios where
the agent needs to operate in complex or dynamic environments [59]. In the end, all the
knowledge is transferred to the learning task that is targeted at learning the main problem.
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Agents in standard reinforcement learning start to learn the environment through
random policies to find a policy that is close to the optimal policy for a given task. In the
curriculum learning setting, instead of directly learning a difficult task, the agent is exposed
to simplified versions of the main problem [60]. In the context of a planning problem,
Curriculum Learning could involve starting with a simple environment where the agent
has to navigate simple, straightforward routes and deliver packages to fixed locations. As
the agent learns to perform this task well, the environment could be made more complex,
for example by introducing obstacles or dynamic elements such as moving vehicles.

For the delivery by drone problem, there are several levels that can be exploited for
Curriculum Learning. These levels can be as given below:

• Navigating around the map: Initially, the agent learns to navigate the spatial layout
efficiently, mastering the basics of pathfinding and map traversal.

• Picking up the packet and providing delivery: The curriculum then advances to
include the intricate tasks of package pickup and delivery. This step builds on the
navigation skills acquired in the previous level, introducing additional complexity.

• Consuming fuel or energy during the operation: The final level involves incorporating
the consideration of fuel or energy consumption, further augmenting the challenge.
This aspect becomes critical in addressing real-world constraints and optimizing the
drone’s operational efficiency.

5.5. Package Distribution with Genetic Algorithms

Genetic Algorithms are a type of optimization algorithm inspired by natural evolution
and can be used to solve a wide range of decision-making problems, including those in
the field of reinforcement learning [61]. GAs are used to find approximate solutions to
complex problems that are difficult or impossible to solve using traditional methods. GAs
start with a population of potential policies (i.e., sets of rules or decision-making criteria)
for the decision maker to follow. It would then evaluate the performance of each policy
by simulating the actions in the environment and measuring the rewards they receive
through fitness functions. The GA would then use this information to determine which
policies are the most successful and select those for reproduction and further optimization.
Over time, the GA would iteratively improve the policies through a process of selection,
crossover (i.e., combining elements of successful policies to create new ones), and mutation
(i.e., making small random changes to the policies to introduce new ideas and avoid getting
stuck in local optima). The ultimate goal would be to find a policy that allows the agents
to maximize their rewards and achieve their global objectives as efficiently as possible.
Using a GA in this way can be particularly useful in situations where the decision-making
policies for the agents are complex and there are many possible actions they can take, as
it allows the algorithm to explore and optimize a large search space in an efficient and
effective manner.

In the context of the delivery by drone problem, the GA could be used to optimize the
decision-making policies of multiple drones operating in the same environment. This could
involve using the GA to search for the best possible actions for each drone to take at each
time step, based on the current state of the environment and the rewards being received
by the drones. In case the number of packets and drones is limited to a few numbers, the
calculation of permutation that is required to assign each packet to a drone is tractable. On
the other hand, if the number of agents increases the number of fitness values that need to
be calculated increases exponentially as well. For instance, the number of fitness values that
need to be calculated is 10! if the number of agents is 10 for each single simulation of packet
assignment. In this case, an efficient packet distribution becomes intractable if all fitness
values are considered. Therefore, the packet distribution has been optimized with GA as
given in Figure 7. As Genetic Algorithms provide optimization over large space states, they
simulate the process of natural selection to find high-quality solutions for optimization and
search problems.



Drones 2024, 8, 71 19 of 32

In order to resolve the packet distribution with a Genetic Algorithm for a high number
of agents, key components of the algorithm, including genome, chromosome, and pop-
ulation, should be represented by the problem [62]. For our packet delivery problem, a
chromosome is mapped into nth permutation of the vector, which reflects which drone will
carry which packet. In this case, a genome becomes just a number that reflects the id of the
packet and the population becomes a set of random chromosomes with a predefined length
which is 20 for this problem. The very first input and the optimal output of the Genetic
Algorithm can be expressed as given below:

p = [1, 2, . . . , N]′

p∗ = [pi|pi is unique, pi ∈ N1, 0 < pi ≤ N]′
(35)

There are other operators of Genetic Algorithms, such as Fitness, Selection, Crossover,
and Mutation, that need to be represented as well. For the fitness operator, the cumulative
reward of the simulation has been utilized. The selection operator is the one that aims to
find two parents that will generate offspring chromosomes through the crossover. Parents
have been found by ordering the population by their fitness values. As this packet dis-
tribution problem is represented by permutation, conventional crossover operators lead
to inadmissible solutions. Therefore, Order One Crossover has been utilized to keep the
properties of permutation valid. In order to avoid premature convergence, Single Swap
Mutation has been applied.

Figure 7. Genetic-algorithm-aided packet distribution framework combined with pre-trained deep
reinforcement learning agents. The input of the framework is the cascaded states of each agent,
which includes packets and delivery points randomly assigned to agents. GA permutes the package
delivery tasks between agents and seeks the optimal permutation through a loop that includes
selection, crossover, and mutation. The resulting permutation gets converted into a cascaded state
again with each packet delivery task optimally assigned to each agent. Finally, the agents carry out
their delivery task independently towards a global reward.

Each simulation starts with a certain amount of agents and packages. Since the packets
and agents are distributed randomly, the performance of the overall simulation will likely
be poor due to various factors such as the distance to the agent and refueling stations.
Before starting the simulation with randomly assigned drone pairs, a package distribution
algorithm runs. It basically permutes the candidates of the package, agent pairs, and then
calculates the fitness value for each pair. The state and fitness values are placed into a
dictionary. At the end of visiting each state, the state with highest fitness value within the
dictionary is returned.
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5.6. Execution

The execution of the proposed system’s workflow can be described with distinct
phases. This segmentation clarifies the overall operational framework and highlights
the efficiency embedded in each stage. The process is divided into three main phases:
the Initial Training Phase, the Packet Distribution Phase, and the Execution of Delivery
Tasks Phase. While the Initial Training Phase involves a one-off, more time-consuming
computational process, the subsequent phases are optimized for speed and efficiency,
ensuring real-time responsiveness in the dynamic environment of drone delivery. Each
phase contributes to the system, balancing the upfront computational investment with
real-time operational capabilities.

• Initial Training Phase: The model incorporates DQN, PER, and Curriculum Learning,
which require a significant amount of computational time for the initial training.
However, this is a one-time process, taking substantial amount of hours to complete
for the map that incorporates no-fly zones and refuel stations. Once the training is
finalized, the model does not need to be retrained unless there is a substantial change
in the operational environment.

• Packet Distribution: After the initial training, the model employs a Genetic Algorithm
for packet distribution among agents. This step is computationally efficient and takes
seconds to minutes to complete depending on the setting. It is designed to quickly
adapt to the dynamic requirements of real-time delivery tasks.

• Execution of Delivery Tasks: Each drone independently executes its delivery tasks
based on the pre-trained model called the inference model. This inference phase is
extremely fast, occurring in milliseconds. Hence, once the delivery tasks are assigned,
agents can promptly carry out their operations, ensuring the real-time responsiveness
of the system.

By separating the computationally intensive training phase from the real-time oper-
ational phase and employing efficient algorithms for packet distribution, the proposed
solution maintains real-time efficiency in defining and executing routes. This architecture
ensures that while the very initial setup for the environment requires time, the actual
operational phase aligns with the real-time constraints of delivery by drone systems.

6. Simulation Results

In this section, results of the simulations conducted to evaluate the performance of
various methods in addressing the delivery by drone problem are presented. The methods
considered are DQN, prioritized experienced replay, decomposition with correction, and
GA-aided packet distribution methods. To provide a comprehensive analysis, the results
are presented in order of increasing complexity, offering insights into the efficacy of each
method under varying conditions.

6.1. Grid World Rendezvous Problem

The DQN algorithm is validated on a multi-agent setup on 5 × 5 grid world where
agents are expected to meet at rendezvous point to reach a global goal with different neural
network parameters under uncertainty. The two DQN‘s with different hidden layers have
successfully learned how to act on the environment. When compared with the tabular
representation, which is optimal but not tractable for bigger environments with more
interactions between high number of agents, the first DQN had 56% parameters and the
next had 15% parameters of the tabular representation to be able to capture the learning
task. The weights, biases, and neurons in the layers are the major factors that identify the
number of parameters needed to be trained. Figure 8 shows that the DQN with fewer
parameters can also learn the task but converges with an acceptable delay.

The hyper-parameters, such as batch size, replay buffer size, hidden layers, and
epochs, play a crucial role in the training process [41]. Table 2 lists the parameters that
are utilized within a grid search to find optimal values along with the Mean Squared
Error (MSE). The MSE is a measure of the quality of convergence to 1 and lower MSE
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indicates that the learning performance with given hyper-parameters is better. Figure 9
shows multi-agent simulation results in a 5× 5 rendezvous environment. The visualization
presents a comparison of the convergence rates of 36 different learning algorithms through
their mean squared error (MSE) values, using a logarithmic scale for enhanced clarity
to focus better on lower values. This scale allows us to identify differences among the
lower values, which are critical for evaluating model performance. The Model #2 with the
lowest MSE, highlighted in red, clearly stands out as the best performer among the group,
indicating the most accurate predictions. The logarithmic scale emphasizes the substantial
variance in performance across models, with some models having significantly higher
errors, depicted through the use of exponential y-ticks to accommodate the wide range
of MSE values. The 5 × 5 environment has been utilized as a benchmark environment
to validate the implementation of various components of DQN, as the larger settings are
computationally expensive to run in gridsearch for multiple agents. Upon demonstrating
the implementation works as expected, the abovementioned components are challenged
with the 10 × 10 setting with the same hyper-parameters captured in a 5 × 5 environment,
such as batch size, replay buffer, and epocs. The hidden layers have been increased to
improve the learning capacity of the model.

Figure 8. Multi-agent simulation with two different deep q networks compared against each other
with different numbers of neurons configured relative to tabular approach.

Figure 10 shows a comparison of different experience replay settings for the same
multi-agent grid world problem with DQN. As the α value goes from 0 to 1 as given
in Equation (22), the prioritization becomes more effective than the uniform selection of
experiences. Prioritized Experience Replay demonstrates that it is highly efficient for
learning tasks to converge to an optimum state faster. Figure 10 shows that PER converges
dramatically faster than the Uniform Experience Replay.

In order to evaluate the performance of the DQN and deep correction method with
PER in a multi-agent setting, the delivery by drone problem formalized in previous sections
has been utilized as a more complex task. The performance of the method has been
delivered through the evolution of the policy during training. The evolution can be easily
followed by a graph that shows the cumulative reward with respect to the number of
Bellman updates. Several types of environments have been experimented with to find the
capabilities and limits of each method in terms of scalability against number of agents. The
major parameters taken into account during the simulations are the size of the grid and the
number of agents.

6.2. Delivery by Drone Problem

To run the deep correction network, a single agent policy should be generated through
DQN, as given in Figure 11 for the grid with size of 5 × 5. The single agent with DQN
can successfully reach a good policy at a reasonable Bellman Updates for delivery by
drone problem. The deep correction network has been enabled for the multi-agent settings
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and other agents have been invited into the game. As can be seen in Figure 11, the
method performed well and maintained good learning stability at acceptable Bellman
updates. Hereby, it is also demonstrated that learning a successful policy in the multi-agent
setting with the corrective factor can be done with far fewer training samples. Otherwise,
traditional methods such as DQN could take several orders of Bellman updates to reach
the same performance since it directly learns the value function of the full-scale problem at
once, as can be seen from the bad performance of DQN even with PER in Figure 12b (red)
for the three-agent case.

Table 2. Hyper-parameters sought in a grid search in a 5 × 5 rendezvous setting to have insight
into the sensitivity of the parameters. The parameter set that made the learning converged fastest is
indicated with *.

Index Batch Buffer Hidden Epoch MSE

1 32 128 64 1 0.7455
2 32 128 64 16 0.2825 *
3 32 128 32 1 2.5689
4 32 128 32 16 0.5461
5 32 128 16 1 3.8998
6 32 128 16 16 0.4613
7 32 512 64 1 1.1756
8 32 512 64 16 0.6032
9 32 512 32 1 3.0012
10 32 512 32 16 0.3521
11 32 512 16 1 4.5958
12 32 512 16 16 0.3281
13 32 4096 64 1 2.7679
14 32 4096 64 16 2.5461
15 32 4096 32 1 6.8827
16 32 4096 32 16 4.6802
17 32 4096 16 1 7.3062
18 32 4096 16 16 4.7441
19 16 128 64 1 8.009
20 16 128 64 16 5.0631
21 16 128 32 1 12.8408
22 16 128 32 16 10.7525
23 16 128 16 1 14.6726
24 16 128 16 16 9.042
25 16 512 64 1 7.2972
26 16 512 64 16 11.5811
27 16 512 32 1 13.081
28 16 512 32 16 7.0676
29 16 512 16 1 16.8648
30 16 512 16 16 7.0541
31 16 4096 64 1 13.7296
32 16 4096 64 16 12.1081
33 16 4096 32 1 24.4414
34 16 4096 32 16 16.0901
35 16 4096 16 1 28.1531
36 16 4096 16 16 17.0721

The same problem with higher state and action space could also utilize the deep
correction method. The environment of delivery by drone in 10× 10 grid with a single agent
already has around 107 states. The multi-agent version of the delivery by drone problem
exponentially grows in state space, which is intractable with traditional reinforcement
learning techniques. For example, while the delivery by drone problem with two agents
has 1014 states, the same environment with five agents will have 1035 states. Figure 12a
shows the learning performance of a single agent delivery by drone problem in a 10 × 10
grid. The DQN algorithm required 1.2 × 109 Bellman updates to converge.
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Figure 12b (orange) shows the multi-agent simulation with deep correction enabled
for three agents. In the three-agent cases, the learning process has been completed with less
than 2 × 106 Bellman updates given the single agent learning has already been completed.
The capacity issue observed in the environment with 10 × 10 size. As can be seen in
Figure 12b (green), the learning process performed poorly for five agents in a 10 × 10
environment.

Figure 9. Grid search results to find the best hyper-parameters of DQN with experience replay in 5 ×
5 Rendezvous setting with two agents. The hyper-parameters of Model #2 performed best against
MSE.

Figure 10. Simulations results with different alpha parameters of prioritized experience replay:
as alpha goes to 1, the prioritized experience replay becomes more effective than the traditional
experience replay.

Figure 11. Learning performances of delivery drone in 5 × 5 environment for one agent (57 states),
two agents (514 states), three agents (521 states), and four agents (528 states)
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Figure 12b (green) shows the good learning performance of five agents. The learning
capacity has been improved by increasing the hidden neurons from 64 × 256 × 64 to
256 × 1024 × 2048. For the five-agent case, where the size of the state space is around 1035,
the learning progress has been completed around 3.5 × 107 Bellman updates. It can be
seen that the utilization of the deep correction method, ultimately increased the learning
performance. Its impact on the performance can be understood better when compared to
the number of Bellman updates required to complete single-agent systems and multi-agent
systems, although the state and action space increases exponentially.

Figure 13 shows the learning performance of Curriculum Learning and the traditional
DQN. While Model#1 (blue line) depicts the performance of Curriculum Learning, Model#2
(orange line) demonstrates the performance of the agent trained by DQN. Each notch in
the curriculum case shows the switches between the levels mentioned above. It can be seen
that the Curriculum Learning performs better than the other. It reaches the levels that the
naive DQN will reach sooner after seeing many more experiences.

(a)

(b)
Figure 12. Learning performances of delivery by drone in a 10 × 10 environment. (a) Single agent
with DQN. One agent (107 states) with DQN with PER converges to a good reward but took a
substantial amount of time. (b) Deep Correction vs. DQN for multiple agents. Three agents (1021

states) and five agents (1035 states) with the Deep Correction method along with three agents with
the DQN method and PER. The deep correction method outperforms the DQN method for the
three-agent case and converges a high cumulative reward for five agents as well.

Figure 14 shows the performance of the package distribution algorithm given at
Section 5.5 along with the initial state without any modification and randomly distributing
the packages. It can be clearly seen that distributing packages through calculating the
fitness value of each agent and packet pair outperforms all other combinations. The (blue)
data that show packet-as-given is the default permutation mapping that maps the first
agent to the first packet task and so on, which is not different from randomly assigning
each packet to agents.
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Figure 15 depicts the comparison of packet distribution setting and standard initializa-
tion for two and four agents. It can be seen from the simulation results that the fitness-based
packet distribution with Genetic Algorithm converges faster than the standard initialization
for both two- and four-agent settings.

Figure 16 shows the performance of the 10 agents trained by DQN with curriculum,
PER, and packets distributed by Genetic Algorithm. Applying the Genetic Algorithm to
10 agents showed practical improvements of around 15%, which was not possible with
previous methods investigated in this study for 10 agents.

Figure 17 illustrates the computational time analysis of various multi-agent approaches
investigated for a 10 × 10 drone delivery environment. The convergence times varied on a
computing environment with Intel i7 CPU and Geforce GTX 1080 GPU. (Both components
were acquired through project funding, as detailed in the appendix. Intel Corporation,
headquartered in Santa Clara, California, USA, manufactures the CPU, and the GPU is
produced by Nvidia Corporation, also based in Santa Clara, California, USA.) Figure 17a
illustrates the convergence time in hours for various configurations of agents using DQN
and Deep Correction. It highlights the scalability and efficiency challenges when increasing
the number of agents, with a clear 24-h time limit, under which certain complex configu-
rations failed to converge. The single-agent DQN model with curriculum enhancement
presented a baseline for the computational time needed and other algorithms. The training
of DQN configuration with the three-agent setup immediately failed to converge within
the 24-h threshold. Although the configurations of three agents and five agents with the
Deep Correction approach demonstrated promising convergence times, the 10-agent setting
could not provide a solution within the time limit.

Figure 17b shows the completion time of GA for packet distribution and inference time
spent for decision making for 10-agent settings. Multi-agent configurations with Packet
Distribution through GA demonstrated balanced performance, indicating an efficient
synergy between agent count and algorithmic complexity. The GA utilizes the underlying
curriculum-based single-agent model and completes the packet distribution task in a
reasonable time amount of 5.74 minutes for a 10 × 10 environment. On the other hand, the
inference element in the figure demonstrates that agents can leverage the pre-trained model
for swift decision making, with inference times in milliseconds even for a complex 10-agent
system. This underscores the practical applicability and real-time responsiveness of our
model, making it highly suitable for dynamic and time-sensitive drone delivery operations
in urban environments. This pattern underlines the critical balance between the number
of agents and the chosen algorithm, illuminating the complexities in scaling multi-agent
systems for drone delivery tasks.

The simulation environment for the multi-agent delivery by drone problem is visu-
alized in Figure 18, with detailed snapshots captured at t = 0, t = 5, and t = 14. Within
the confines of a 10 × 10 grid, 10 agents collaboratively navigate, picking up packets,
making deliveries, and consider fuel consumption. The simulation incorporates advanced
techniques, including DQN with prioritized experience replay, Curriculum Learning, and a
Genetic Algorithm for efficient packet distribution. Notably, the decision-making model
developed through Curriculum Learning, illustrated in Figure 13, plays a crucial role in
guiding the agents. Additionally, the Genetic Algorithm ensures optimal packet distri-
bution, as demonstrated in Figure 16. The snapshots at t = 5 and t = 14 showcase the
synchronized efforts of the multi-agent decision maker, effectively advancing towards the
global goal of delivering every package with efficiency.
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Figure 13. Curriculum learning performance for the delivery by drone problem (the pointer shows
the snapshot model that is used in Figure 18).

However, upon closer inspection of the agents’ trajectories, it becomes apparent that
certain agents, specifically those highlighted in red, magenta, green, and blue, deviate from
the optimal path due to inherent action uncertainties. Notably, despite all agents success-
fully picking up packets, challenges arise as a consequence of unoptimized and randomly
distributed fuel stations. This results in some agents, initially equipped with a fuel capacity
of 10, failing to reach their delivery destinations due to premature fuel depletion.

Figure 14. The performance of the package distribution enabled setting versus the standard initializa-
tion for three agents.

Figure 15. Comparison of two- and four-agent settings with packet distribution and standard
initialization.
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Figure 16. Performance of Genetic Algorithm within packet delivery with 10 agents (the pointer
shows the snapshot model that is used in Figure 18).

(a) (b)

Figure 17. Convergence time and packet distribution completion time analysis for multi-agent
approaches investigated in a 10 × 10 delivery by drone environment underscores the trade-offs
between agent count and algorithmic sophistication. (a) Computational time spent during training
of each algorithm in hours, the base model reused in Deep Correction and GA showed with an
asterisk. (b) Completion of packet distribution showed in minutes, inference for decision making
took only milliseconds.
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(a) (b) (c)

(d) (e)

Figure 18. Detailed visualization of the simulation environment and the snapshots at t = 0, t = 5, and
t = 14. The delivery problem is simulated within a multi-agent setting of 10 agents working towards
picking the packets and making the delivery to the target cells with fuel consumption considered
within the 10 × 10 grid. The deep correction with prioritized experience replay, Curriculum Learning,
and Genetic Algorithm for packet distribution are enabled. The agents are getting the benefit of the
decision maker developed upon Curriculum Learning as frozen in Figure 13. The Genetic Algorithm
handles the packet distribution efficiently as given in Figure 16. As can be seen in the snapshots
of t = 5 and t = 14, the multi-agent decision maker performing towards the global goal of getting
every package delivered efficiently. (a) 10 × 10 grid template that agents are trained on with fixed
fuel stations and blocked positions. (b) Ten randomly spawned packets, delivery points, and drones,
agents are not assigned to a delivery task yet. (c) Agents are assigned to a delivery task by Genetic
Algorithm at t = 0 with 10 unit of initial fuel. (d) Snapshot of the environment upon collaborative
actions taken by each individual agent at t = 5, where nine packets have been collected (where only
the agent with cyan color is very close to capturing the packet, as it had to go around the blocked
cells), none of the packets have been delivered yet, and 3 agents (blue, magenta, and cyan) visited fuel
stations already and filled their fuel to the maximum unit of 10 at the time of visit. (e) Snapshot of the
environment at t = 14, where all 10 packets have been captured, 8 agents successfully delivered the
package and completed their task, 7 agents visited fuel stations one time, and only the yellow agent
visited two fuel stations, and one agent with cyan color and one agent with pink color ran out of fuel
before reaching the delivery point.
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7. Conclusion and Future Work

In this paper, the challenges of multi-agent planning problems have been investi-
gated in terms of domain knowledge, uncertainty, and scalability and a decision-making
framework for autonomous packet delivery by drone has been presented. In order to
mitigate the effects of the mentioned challenges, several methods including DQN, state
decomposition, deep correction, Curriculum Learning, prioritized experience replay, and
Genetic Algorithm have been explored and simulation results have been depicted. Each
component mentioned resulted in better performance and contributed to the success rate
of the learning agent and achieving a global task collaboratively. The research undertaken
on the 10 × 10 grid for drone delivery has demonstrated promising potential for scalability
and adaptability to various urban environments. This structured approach, investigated
within the confines of a manageable yet comprehensive grid size, paves the way for its
application on a broader scale. It is envisioned that this model can be conceptually placed
onto diverse urban landscapes, effectively mirroring the logistics and spatial dynamics of
cities in a practical manner.

While the naive DQN method cannot reach a solution even for three agents in a 10
× 10 delivery by drone setting within a reasonable amount of steps, the deep correction
method successfully converged after ≈ 106 Bellman updates. Moreover, utilizing the deep
correction method increased the learning capacity to five agents and converged around
≈ 3.5 × 107 Bellman update. However, the deep correction method cannot converge
within the 10 agents setting in a tractable manner. Utilizing a robust computing setup, it
reveals that while single-agent models establish a foundational computational benchmark,
increasing agent count introduces complexity, as evidenced by the immediate convergence
challenges in a three-agent DQN setup. While three- and five-agent configurations using
Deep Correction show promise, the 10-agent model exceeds the 24-h convergence threshold,
underlining the critical balance between agent quantity and computational feasibility.

The delivery by drone simulation results in complex settings, such as no-fly-zones,
limited fuel, and the pick-and-place scenario, which showed that the proposed method
with packet distribution through the GA can effectively reduce the problem to resolve the
task for 10 agents in 5.74 min. The reduced problem was then executed by DQN infer-
ence models aided with Curriculum Learning and PER in milliseconds. The two-folded
proposed method learned the dynamics of the delivery problem without any need for
domain knowledge input in an uncertain environment where actions can be altered by the
environment. It is also shown through the snapshots taken in various time steps during
execution that with the help of the packet distribution component realized by the Genetic
Algorithm, the proposed base DQN model with Curriculum Learning and PER framework
could scale to 10 agents, which was impossible with the other explored solutions within an
acceptable time frame and computing resources. The proposed approach demonstrated
substantial progress in multi-agent delivery by drone systems, yet our solution has limita-
tions, particularly when it comes to addressing more complex constraints, such as extreme
environmental conditions on drone reliability, dynamic packet distribution, and obstacle
and collision avoidance. The framework’s robustness against certain uncertainties falls
short in scenarios involving mechanical failures or operational disruptions. Moreover, the
need for incorporating maintenance and repair logistics for drones, alongside investigat-
ing more intricate operational challenges, underscores the importance of further research.
These areas of focus are vital for advancing drone delivery technologies to handle the
complexities of real-world applications, thereby improving their scalability, efficiency, and
reliability in urban environments.

The paper presents a nuanced exploration of multi-agent drone delivery systems,
analyzing algorithms such as DQN, Deep Correction, and GA. It highlights the differences
in learning performance, noting the advantages of Curriculum Learning and PER over
traditional DQN. The computational time analysis underlines the limitations of current
approaches and the necessity of efficient algorithms for real-time decision making, crucial
for practical urban delivery scenarios. The analysis of a 10 × 10 grid which can be stretched
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as required, considering the capabilities of commercial drones and infrastructure such
as charging stations, mirrors the logistical realities of metropolitan areas, showcasing
the model’s scalability and practical applicability in urban contexts. This work explored
a specific subset of the possible multi-agent applications, and the proposed decision-
making framework offers promising directions for more complex settings. The complexities
introduced by uncertainties in actions and fuel distribution underscore the significance of
fuel-focused strategies and optimization algorithms in addressing real-world challenges
within the multi-agent delivery by drone problem. The future work includes applying our
methodology to a problem where continuous state and action spaces exist, refueling, and
no-fly zones can be dynamic and agents collaboratively exchange some amount of fuel
during the operation.
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