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Abstract: This paper aims to explore an alternative reversible digital watermarking solution to
guarantee the integrity of and detect tampering with data of probative importance. Since the payload
for verification is embedded in the contents, algorithms for reversible embedding and extraction,
imperceptibility, payload capacity, and computational time are issues to evaluate. Thus, we propose a
reversible and imperceptible audio information-hiding algorithm based on modified integer discrete
cosine transform (intDCT) coefficient expansion. In this work, the original signal is segmented into
fixed-length frames, and then intDCT is applied to each frame to transform signals from the time
domain into integer DCT coefficients. Expansion is applied to DCT coefficients at a higher frequency
to reserve hiding capacity. Objective evaluation of speech quality is conducted using listening
quality objective mean opinion (MOS-LQO) and the segmental signal-to-noise ratio (segSNR). The
audio quality of different frame lengths and capacities is evaluated. Averages of 4.41 for MOS-
LQO and 23.314 [dB] for segSNR for 112 ITU-T test signals were obtained with a capacity of 8000
bps, which assured imperceptibility with the sufficient capacity of the proposed method. This
shows comparable audio quality to conventional work based on Linear Predictive Coding (LPC)
regarding MOS-LQO. However, all segSNR scores of the proposed method have comparable or
better performance in the time domain. Additionally, comparing histograms of the normalized
maximum absolute value of stego data shows a lower possibility of overflow than the LPC method. A
computational cost, including hiding and transforming, is an average of 4.884 s to process a 10 s audio
clip. Blind tampering detection without the original data is achieved by the proposed embedding
and extraction method.

Keywords: audio watermarking; modified integer DCT coefficient expansion; reversibility and
imperceptibility

1. Introduction

Detecting tampering with digital data is essential for ensuring the authenticity and
integrity of digital content, especially in surveillance and legal applications [1]. Various
techniques for tampering detection have been developed in fields involving images [2],
videos [3–5], audio [6], and 3D data streams [7].

We focus on audio tampering detection, a crucial aspect of digital forensics that has
numerous applications in the legal and business fields. For instance, it can be used to verify
the authenticity of audio evidence in court cases, detect fraudulent activities in financial
transactions, and ensure the integrity of audio recordings in business meetings [8]. There
are two types of audio tampering detection: passive methods [6] and methods based on
information hiding [9–13]. Passive methods extract the environmental features recorded
in the audio signal with its contents, such as the microphone’s features [14], background
noise [15], or electric network frequency [16,17]. The information-hiding-based methods
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embed secret data in the audio signal, and the embedded data are used to verify the audio
signal’s integrity. Among these methods, we are developing a tampering detection method
based on information hiding. In particular, we aim to develop a tamper detection method
to locate the tampered part in the audio signal.

Information hiding methods for tamper detection must meet several requirements.
Since the integrity of the original data is essential, the hiding algorithm should be re-
versible [18]. In this paper, we mainly focus on reversible audio watermarking, and we list
the interpretations of the keywords of this paper as follows:

• Stego data: Stego data with hidden information are generated by an information-
hiding algorithm. The hidden data may be secret media, a fingerprint, etc.

• Hash value: A hash value, a fixed-length unique numerical value, is generated by a
particular cryptography algorithm, such as the MD5 and SHA1 algorithms. It can be
used as a fingerprint for digital content.

• Residual: Residuals are floating numbers expressing predictor coefficients generated
by the Linear Predictive Coding (LPC) algorithm. The value is the difference between
the original value and the predicted value.

• Blind detection: Tampering detection can be processed without the original data.

To detect tampering with data with probative importance, the following tasks should
be solved.

• Reversibility: After applying the proposed embedding and extraction algorithm, the
original data can be extracted and re-constructed without data loss.

• Imperceptibility: This means that distortion should be controlled to be low enough
after embedding the payload for integrity verification.

• High capacity: This means the positions reserved for embedding should be adequate
to embed digested information for verification, such as hash value, fingerprint, and
the necessary information for extraction. The algorithm for the hash value is as long
as 128 bits, 160 bits, etc.

Reversible watermarking or reversible data hiding methods embed extra information
in the cover data to completely recover the original cover data from the stego data. In
addition to reversibility, the difference between the original and stego signals must be
imperceptible so that the forgers do not perceive the anti-tampering information embedded
in the audio signal. Other important aspects are blind detection and embedding capacity.
Blind detection means we do not need additional information, such as the original signal,
for detecting hidden information. Different embedding methods have different embedding
capacities; we must ensure adequate capacity to embed the hash information for the input
signal. On the contrary, robustness is not considered for this purpose because we expect
the embedded information to be changed with a subtle manipulation such as splicing,
encoding, and noise addition [19].

To guarantee the integrity of the original data with probative importance, Huang et al.
proposed the principle of framewise tampering blind detection [12], which is a previous
work presented at a conference by the first author of this paper. However, the method is
so simple that complete reversibility is not guaranteed. Therefore, this paper extends this
method to be entirely reversible. In addition, we investigated the most inaudible way of
embedding the information.

This paper proposes an entirely reversible audio information-hiding method based
on intDCT in a framework to achieve blind tampering detection imperceptibly with high
capacity. Since the proposed method enables blind detection, tampering detection is
achieved without sharing the original data in advance.

Figure 1 illustrates a flow diagram, or block diagram, to present the insertion and
extraction algorithms. Integrity and reliability can be verified without the original data.
On the verification side, the information for verifying the reconstructed original data is
compared to the extracted information for verifying the original data. This makes blind
verification possible.
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Figure 1. Flowchart of tampering detection using information hiding.

The novelty of the proposed paper is to propose a reversible audio information-hiding
method based on intDCT in framewise to achieve blind tampering detection imperceptibly
with high capacity. A location map is proposed to explore and record the appropriate loca-
tions for embedding, which can be extended and applied to hiding location optimization
as further work. Location maps can determine whether or not to embed data into segments
that may overflow after expansion. This is superior to the conventional works [12,20],
which may have data loss when overflow occurs since the data is discarded if overflow,
which harms reversibility. Blind tampering detection is also achieved without sharing
original data in advance, since the payload for verification can be calculated from the
reconstructed original data.

This paper is organized as follows. The approaches taken here and those of previous
studies are discussed in Sections 1 and 2. Section 3 describes the conventional information-
hiding method and its problems and proposes the proposed method in detail. Section 4
summarizes the experimental evaluation results. We discuss the results in Section 5 and
conclude the paper in Section 6.

2. Conventional Work
2.1. Reversible Audio Data Hiding

Most conventional reversible audio data hiding methods hide information in the time
domain [20–23]. We surveyed reversible information-hiding methods in the time domain
as follows. Aoki proposed a technique to hide data in sign bits [21]. Yan et al. proposed a
method to expand the residual between the predicted and original signals based on Linear
Predictive Coding (LPC) [22]. Nishimura [20] extended the algorithm from Yan et al.’s
work. Unoki proposed a method to hide data in phase information [23]. The LPC-based
hiding method is an effective method with high capacity. However, the LPC-based method
has several disadvantages for the tampering detection approach. The algorithm aims to
expand the residual to reserve hiding space, which means multiplying the residual by
two and adding embedded data to the results, since residual values are floating numbers
expressing predictor coefficients for a certain length of data. For blind extraction, the
predictor coefficients should be embedded as a part of the payload in the embedding phase.
However, each frame generates floating residuals, which are difficult to embed into the
original data. Therefore, the LPC-based method assumes that two parties at the sending
and receiving sides share the residual signal beforehand, which means that the LPC-based
algorithm cannot achieve blind embedding. Moreover, it is difficult or impossible to predict
certain types of data with stable and invariable frequency, such as white noise. In this case,
residuals cannot be expanded to reserve hiding space.

Alternatively, another method based on the discrete cosine transform (DCT) supplies
an alternative domain to hide information. In the image field, the integer DCT (intDCT)
is popularly used to achieve reversible information hiding [24–26] to embed data by
modifying those integer DCT coefficients with peak amplitudes in each coefficient, which
permits high capacity by coefficient expanding. Yan et al. [24] expanded DCT coefficients
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with peak amplitude to achieve imperceptible hiding. Lin and Shiu [25] selected DCT
coefficients in high-frequency components, which are supposed to have lower amplitude,
to achieve high image quality. Additionally, Chang et al.’s scheme [26] uses the medium-
frequency coefficients of DCT-transformed cover images to embed. Hiding data into higher
DCT coefficients of images results in lower distortion, while hiding them in lower DCT
coefficients promises better robustness.

Even though hiding in DCT coefficients by expansion has been proposed in the image
field, only a few works discuss hiding in expanded DCT coefficients of audio data. Since the
media data are different, distortion of images depends on visual perception, while audio
distortion depends on auditory perception. Therefore, research on hiding with coefficient
expansion for audio data may be worthwhile. When embedding information in the low,
mid, and high DCT coefficients, the impact on the stego data may differ for image and
audio. Therefore, it would be beneficial to investigate which band of DCT coefficients
should be used to achieve high sound quality in data hiding for audio data.

The work in [27] embeds data based on a replacement algorithm, which is not re-
versible but explores good hiding performance with high capacity by hiding data in the
modified DCT domain of audio data. The work in [28] is based on traditional MDCT,
which has half of the window overlap between adjacent frames and is inappropriate for
tampering detection, since the overlapped windows result in false detection but have a
good hiding capacity.

2.2. Tamper Detection Using Data Hiding

Motivated by these works, Huang et al. developed a reversible audio data hiding
method using intDCT [12]. In their method, the audio data are first segmented into frames
with a fixed length to detect and localize tampering in a frame-wise unit. Figure 2 shows
the framework of tamper detection using reversible data hiding. On the encoder side,
information for verification (hash value) calculated from the audio signal of a frame is
embedded into the frame itself reversibly (Figure 2a). When verifying the audio signal, the
hash value is extracted from a frame; simultaneously, the original signal is recovered from
the stego signal. Then, the hash value is calculated from the recovered signal (Figure 2b). If
this hash value coincides with the embedded hash value, the recovered signal is identical
to the original one. Using their method, Huang et al. also proposed a method to locate the
tampered part of the audio signal [13].

Hash
value

Embed

Extract
Hash
value

Original
data

Extract

Hash
value

ExtractCompare

(a) Encoding phase (b) Verification phase

Figure 2. Tamper detection with reversible data hiding.
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3. Reversible Watermarking Based on intDCT

In this section, we briefly introduce the information-hiding method proposed by
Huang et al. [12], point out the limitation of their work, and propose an improvement of
the hiding method.

3.1. Integer Discrete Cosine Transform

The integer discrete cosine transform (intDCT) is a transform similar to the discrete
cosine transform (DCT) [29]. The unique feature of intDCT is that both the original and
transformed signals are a series of integers. Since most media data, such as image, audio,
and video, are encoded as integer values, the intDCT is used for lossless processing of those
media data [24,30–32].

Let

h = (h(1) h(2) . . . h(N))T (1)

H = (H(1) H(2) . . . H(N))T (2)

be a time-domain signal at an N-point frame and its DCT coefficients, respectively. In a
continuous case, we can obtain DCT coefficients H from a time-domain signal h by DCT-IV
matrix as

H = CIV
N h (3)

where the (i, t)-th (1 ≤ i ≤ N, 1 ≤ t ≤ N) elements of the DCT matrix CIV are represented as

CIV
N (i, t) =

√
2
N

[
cos

(
(t + 1

2 )(i +
1
2 )π

N

)]
(4)

Here, an input signal h is an integer, while CIV is not. Although we can obtain the integers
of H by applying the rounding operation to CIV

N h, it leads to information loss, which means
H is irreversible. Here we need the reversible DCT.

In intDCT, the integer signal in the time domain is reversibly transformed into integer
DCT coefficients. The reversibility of intDCT is based on the following factorization [33].

CIV
N = R1R2ST1T2 (5)

where

R1 =

[
IN/2 0
H1 IN/2

]
, (6)

T1 =

[
−DN/2 K2

0 IN/2

]
, (7)

S =

[
IN/2 0

H3 + K1 IN/2

]
, (8)

R2 =

[
IN/2 H2

0 IN/2

]
, (9)

T2 =

[
IN/2 0
K3 IN/2

]
. (10)

Here, IN/2 is the identity matrix of order N/2. R1, R2, S, T1, T2 are block triangular matrices
defined in [33]. K1, K2, K3, H1, H2, H3, D are as follows:

K1 = −(CIV
N/2DN/2 +

√
2IN/2)CIV

N/2 (11)
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K2 =
CIV

N/2√
2

(12)

K3 =
√

2CIV
N/2DN/2 + IN/2 (13)

H1 =


0 0 · · · − tan (N−1)π

8N
...

...
...

0 − tan 3π
8N · · · 0

− tan π
8N 0 · · · 0

,

H3 = H1, (14)

H2 =


0 · · · 0 sin π

4N
0 · · · sin 3π

4N 0
...

...
...

sin (N−1)π
4N 0 · · · 0

, (15)

D =


1 0 0 · · · 0
0 −1 0 · · · 0
0 0 1 · · · 0

0 0 0
. . . 0

0 0 0 · · · −1

. (16)

This equation shows that a DCT matrix can be factorized into the product of block
triangular matrices with block identity diagonals. Multiplying a triangular matrix followed
by a rounding operation can be reversible even if elements of the triangular matrix are
not integers. This property also holds in the block matrix case. Therefore, iteratively
multiplying triangular matrices in order and applying the rounding operation can be
completely reversible [13].

3.2. Information Hiding with DCT Coefficient Expansion [12]

We introduce the hiding principle considering capacity and audio quality. The expan-
sion technique is effective for reserving the hiding capacity [20,22,30,34–36]. Suppose one
bit of information b ∈ {0, 1} is embedded into the i-th DCT coefficient H(i) of original
data as

S(i) = 2H(i) + b, (17)

where S(i) is the i-th DCT coefficient of the stego data. Additionally, the original DCT
coefficient H(i) and the embedded information b can be extracted from S(i) by

H(i) = ⌊S(i)/2⌋, (18)

b = S(i)− 2H(i) (19)

where ⌊·⌋ denotes the floor function.
Generally, the embedding location affects the quality of stego data. In the work

by Huang et al. [12], when embedding K bits of information b1, . . . , bK ∈ {0, 1} in the
coefficients (K < N), the last coefficients corresponding to the highest frequencies are
used, i.e.,

S(i) =
{

H(i) i ≤ N − K
2H(i) + bK−N+i i > N − K

(20)

As described above, the previous work used the fixed part of the intDCT coefficients.
This framework has two problems. The first is that using the highest frequency coefficient
might not be optimal. The second is that embedding the information could lead to an
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overflow of the restored signal. Since the original signal is 16bit PCM format, a sample
value should be between −32,768 and 32,767. However, the embedding process does not
ensure that the sample values of the stego signal are within this interval.

3.3. Introduction of Location Map

To solve the above problems, we introduce the location map [22,37]. The location map
is a bit array that expresses the positions of coefficients where the information is embedded.
The location maps enable specifying for each frame whether the information is embedded
in the frame and, if so, in which band. We can also select hiding coefficients in an adaptable
way, which is reserved for future work.

The location map is embedded as a portion of the payload. The location map is stored
into the coefficients in the highest frequency domain, according to Figure 3. In case of a
frame length N = 2048, and the number of segments M = 16, then the location map is
embedded into the [2032-nd, 2048-th] coefficients. For the reverse process, the 16-bit map
in the highest frequency domain is referred to in order to extract the embedded data and
reconstruct the original data. Thus, a shorter location map is desirable to save capacity. To
shorten the location map, we divide a frame with N DCT coefficients into M blocks, where
M is a divisor of N. Then, we select the appropriate blocks to expand to reserve hiding
capacity. The location map is embedded into DCT coefficients from the highest frequency
domain within the range of N −M + 1 ≤ i ≤ N.

Suppose m (1 ≤ m ≤ M) is the index of blocks, where each block includes B = N/M
DCT coefficients with i as the index of coefficients. We introduce a location map
φ = (φ(1), . . . , φ(M)), where φ(m) = 1 means that the information is embedded in
the m-th block, or φ(m) = 0. Suppose the number of expanded blocks is Memb and the
capacity is Memb/M [bit/sample]. In our work, we use contiguous blocks for embedding.
Therefore, φ is set as follows:

φ(m) =

{
1 Mb ≤ m < Mb + Memb
0 otherwise

(21)

Here, 1 ≤ Mb ≤ M−Memb + 1 is the position of the first block for embedding.

Figure 3. Illustration of expansion and hiding in expanded DCT coefficients with location map φ

(length = M bits).

Since the inverse intDCT of the expanded coefficient does not ensure that the generated
time-domain data fit within the limit of the 16-bit sample, we need to check whether



Appl. Sci. 2024, 14, 2757 8 of 20

embedding data into a block causes overflow. To do this, we embed the data block by
block and check if the time-domain data overflow. If the amplitude of time-domain data is
estimated to be larger than 32,767 after expansion, the blocks that may result in overflow
are not to be selected to embed data, i.e., φ = 0. Note that even when the overflow
occurs, we need to embed the M-bit location map into the DCT coefficients. When φ = 0,
we cannot embed the hash value into that frame, which means we cannot verify the
integrity of that frame. However, since one frame is around 32 ms to 128 ms, the absence
of a hash value in one frame has almost no effect on tamper detection as long as other
frames have hash values. As the point of novelty, a location map is used to control the
segments with or without embedding. The proposed method is superior to the previous
works [12,20], because these methods do not achieve controllable embedding. The location
map specifies 0 or 1 to determine the embedding in particular segments. If overflow can
occur, the segment is skipped for embedding in the proposed method. Data loss occurs
in the previous works [12,20], and the discarded data are irreversible. By the proposed
method, in the case of overflow, the location map indicates the overflow segment with 0
in it. Theoretically, it is possible that a signal may have a location map full of zeros, and
no verification is carried out if the data have high amplitude values. We discussed the
controllable location map in Section 4.7 to explore how frequently this occurs. We prepare
data with overflow and calculate the differences between the stego data and original data
with different overflow probabilities.

Furthermore, to avoid overflow, we specify 0 for the blocks without expansion in the
location map. Then, the metric of the robustness against tampering with different location
maps should be discussed. For the case of location map {0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0}, the
frame is ignored for verification. However, since one frame is around 32 ms to 128 ms, the
absence of a hash value in one frame has almost no effect on tamper detection. However,
considering the robustness between a location map of {0,0,0,0,0,0,0,0,1,1,1,1,1,1,1,1} and that
with 0 in the high-frequency domain, such as {0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,1}, since location
map values determine the capacities for hiding information, the location map should at
least reserve 128 bits for embedding hash data for verification. Even if only one segment
is set to one, 170 bits (in case N = 2048, M = 16) can be reserved for embedding hash
value for verification. If two or more segments are available for embedding, the capacity
is available to embed verification data with flexible combinations for verification data.
For example, a combination of hash value with frame sequence number can detect the
frame-by-frame replacement attack. A combination of various verifications is supposed to
enhance the security utility for a stronger shield against tampering.

The embedding steps are summarized in Algorithm 1. First, we segment the au-
dio signal into N-sample frames. Then, we apply the embedding procedure shown in
Algorithm 1 frame by frame to obtain the stego signal of the frame. Finally, the stego signals
are concatenated to make the final stego signal. The processes are shown in Figure 3.

3.4. Extracting Embedded Information and Reconstructing Original Data

In the extraction process, we extract the embedded data b1, . . . , bK and recover the
original signal h = (h(1), . . . , h(N)) using the procedure shown in Algorithm 2. This
extraction process is applied to all frames of the stego signal. Figure 4 plots the flowcharts
for embedding, extraction, and verification.
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Algorithm 1 Embedding procedure.

Require: A frame of the original signal h = (h(1) . . . h(N)), block number M, secret data
(hash value) b1, . . . , bK where K < BMemb −M

1: Transform h into H = (H(1), . . . , H(N)) using intDCT
2: Determine φ(1), . . . , φ(M)
3: k← 1
4: for i← N to 1 do
5: if i > N −M then
6: S(i)← 2H(i) + φ(N − i + 1)
7: else if φ(⌊(i− 1)/M⌋+ 1) = 1 then
8: if k ≤ K then
9: S(i)← 2H(i) + bk

10: k← k + 1
11: else
12: S(i)← 2H(i)
13: end if
14: else
15: S(i)← H(i)
16: end if
17: end for
18: Transform S into s using inverse intDCT
19: Check if overflow occurs
20: if overflow occurs then
21: for i← 1 to N do
22: if i ≥ N −M then
23: S(i)← 2H(i)
24: else
25: S(i)← H(i)
26: end if
27: end for
28: Transform S into s using inverse intDCT
29: end if

Algorithm 2 Extracting and recovering procedure.

Require: A frame of the stego signal s = s(1), . . . , s(N), block number M
1: Transform time-domain stego signal s into S using intDCT
2: for i = N to N −M + 1 do
3: H(i)← ⌊S(i)/2⌋
4: φ(N − i + 1)← S(i)− 2H(i)
5: end for
6: k← 1
7: for i = N −M to 1 do
8: if φ(⌊(i− 1)/M⌋+ 1) = 1 then
9: H(i)← ⌊S(i)/2⌋

10: if k ≤ K then
11: bk ← S(i)− 2H(i)
12: k← k + 1
13: end if
14: else
15: H(i)← S(i)
16: end if
17: end for
18: Transform H into h using inverse intDCT
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Figure 4. Flowchart for embedding, extraction, and verification.

4. Experimental Evaluation
4.1. Data Used for Experiments

We mainly use speech data for the target application scenario to guarantee data
integrity with probative importance. We used the dataset from ITU-T Test Signals for
Telecommunication Systems—Test Vectors Associated to Rec. ITU-T P.50 Appendix I [38]
for evaluation. This dataset includes 16 kHz sampled and 16-bit quantized waveforms. We
used 112 speech signals with 16 speakers in seven languages: American English, Arabic,
Mandarin Chinese, Danish, French, German, and Japanese. The average length of each
track was approximately 10 s, while we adjusted the data lengths to be an integer multiple
of the frame length.

4.2. Analyzing Suitable Coefficients for Expansion

As described in Section 3.3, expanding the DCT coefficients may cause an overflow of
the stego signal. Since the magnitude of the DCT coefficients becomes smaller when the
frequency increases, the impact of DCT coefficient expansion may differ from band to band.
Thus, we analyzed the maximum absolute amplitude of the stego signal generated by
expanding different blocks and then embedding the hash data of each frame as the payload
to generate the stego data and select the most appropriate coefficient blocks for hiding.

Here, with M = 16 and Memb = 8, in the case of expanding from the second block
(Mb = 2), the location map is {0,1,1,1,1,1,1,1,1,0,0,0,0,0,0,0}. Figure 5 shows the number of
audio clips with maximum amplitude (32,767 or −32,768), suggesting that an overflow
occurred to these clips. According to Figure 5, the higher the frequency of the expanded
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coefficients located, the smaller the data overflow. No overflow occurred when expanding
[9th, 16th] blocks (Mb = 9), indicating from 1025th to 2048th coefficients. Thus, selecting
DCT coefficients at a higher frequency can avoid overflow.

Figure 5. Number of overflowed audio samples with different Mb.

4.3. Evaluation of Audio Quality
4.3.1. Evaluation Criterion

To evaluate the audio quality of the stego data, we mainly use Perceptual Evaluation
of Speech Quality (PESQ) and Segmental Signal-to-Noise Ratio (segSNR) in this paper,
which have been extensively used to evaluate sound quality objectively [20,22]. PESQ is a
standard comprising a test methodology for objective assessment of speech quality.

Mean Opinion Score—Listening Quality Objective (MOS-LQO) scores are used to
evaluate the audio quality. SegSNR [dB] is a method of checking the distortion caused by
differences in the time domain by comparing original and stego data sample by sample,
which is a time-domain-based measurement. The higher the MOS-LQO and segSNR scores
are, the better the audio quality is. To evaluate the listening quality of the speech data,
we used MOS-LQO, which is an objective technique defined by ITU-T Recommendation
P.862.1. MOS-LQO scores are obtained by mapping the distortion to MOS scores in the
range from 1.02 (lowest quality) to 4.56 (highest quality). For the objective evaluation using
MOS-LQO scores, we used PESQ version 1.2 [39]. We used AFsp package version 9.0 to
assess the segSNR, defined as the average SNR value over segments.

4.3.2. Audio Quality Results with Different Hiding Locations

Basically, frame lengths and hiding capacities affect quality. Expanded blocks, which
indicate the hiding locations, also affect audio quality. The number of DCT blocks Memb
determines the capacity.

The segSNRs between stego data and original data are shown in Figure 6, where the
stego data are generated by expanding different blocks. Each frame is divided into M
blocks, and the coefficients in the lowest frequency domain are specified as the first block.
Different blocks from Mb to Mb + Memb − 1 with Memb = 8 are selected to explore the most
suitable blocks for hiding. Figure 7 plots an example of the difference between stego data
and original data in DCT coefficients due to different expansion block positions, including
an example with overflow. This clearly illustrates the expanded blocks. According to the
segSNRs in Figure 6, audio quality generally improves if higher coefficients are expanded,
and [9th, 16th] are the most suitable locations for expansion. Figure 8 plots a graphic about
the original sound, as shown in File Ja_m5.wav in Supplementary Materials and stego
sound, as shown in File Ja_m5_9-16.wav in Supplementary Materials of some samples to
compare how they change. When [9th, 16th] coefficients are expanded for embedding, by
comparing the stego data and original data, the boundary for expansion and embedding
might be visible.
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Figure 6. Segmental signal-to-noise (segSNRs, [dB]) ratio between stego data and original data
according to different expanding blocks of 112 data.
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Figure 7. Log of DCT coefficient difference: expanding different blocks: Ja_m5.wav (N = 2048).

Figure 8. Log of DCT coefficient difference between original data and stego data with a red mark on
samples to compare how they change: Ja_m5.wav (N = 2048).

4.4. Comparison of Different Frame Lengths and Embedding Capacity

Frame length is supposed to affect both the precision of localizing the tampered
positions and audio quality. To determine which frame length is the best, we investigated
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the quality of stego signals with different frame lengths, 2048, 1024, and 512. Here, the
capacity is 8000 bps (M = 16, Memb = 8, and Mb = 9).

We also compared the audio quality of the information-hiding method based on
LPC [20]. Note that since the LPC-based method is not a blind watermark method, the
LPC-based method is not an alternative to the proposed method. This experiment compares
the absolute quality of the stego signal of different methods.

The comparison results are listed in Table 1. As shown, quality decreases with a
shorter frame length. According to the results, the MOS-LQO scores of the proposed
method are lower than the LPC-based method; however, the proposed method has better
segSNR values. According the frame sizes N = 512, N = 1024, and N = 2048, the average
MOS-LQO of the proposed method vs. LPC is 4.27 vs. 4.45, 4.34 vs. 4.48, and 4.41 vs. 4.5;
however, according to ITU-T [39], the user satisfaction is at the same level when MOS-
LQO is more than 4.3 for “very satisfied”, which means that the proposed method has
considerable objective listening quality scores compared to the LPC-based method. For
segSNR score, the proposed method has better segSNR values in the level around 22 [dB],
while the LPC-based method has segSNR values in the level around 16 [dB]. Theoretically,
distortion may be caused by discontinuity at the border of two frames. Therefore, this
result is consistent with the theoretical explanation because the number of frame borders is
small when the frame length is long.

Table 1. Comparison with the conventional method of quality (average MOS-LQO and segSNR) of
stego data for different frame lengths using 112 signals (capacity ≈ 8000 bps).

Frame MOS-LQO segSNR ([dB])
Length LPC [20] Proposed LPC [20] Proposed

512 4.45 4.27 16.04 22.23
1024 4.48 4.34 16.11 22.99
2048 4.50 4.41 16.22 23.31

The stego data generated by the proposed method are obviously superior in terms
of segSNRs to the LPC-based method, which means that the difference between the stego
data and original data is smaller in the time domain. A possible reason is that the proposed
method selects intDCT coefficients with lower amplitude for expansion. Only the modified
intDCT-IV used by the proposed method has the feature whereby when frequency increases,
the amplitude decreases among the typical seven types of DCT methods. Particularly, in
the highest frequency domain, the amplitude became extremely low. Thus, the differences
are small after inverse DCT from the frequency domain to the time domain. Meanwhile,
the LPC expands the residual value by multiplying them and then adds the payload for
embedding directly in the time domain. The residual depends on the adjacent data, and
there are seldom residuals with extremely small values, which benefits expansion to achieve
small differences in the time domain.

We also performed experiments using different capacities to determine the effect on au-
dio quality. Capacities are set to be from 1000 bps to 7000 bps by adjusting Memb = 1, . . . , 7,
hiding from the highest DCT coefficients to the lower one. A comparison of the results is
shown in Table 2. As shown, larger capacities result in more distortion in stego data quality.
The proposed method has an MOS-LQO of 4.55, the same as the LPC-based method, when
capacity ≈ 1000 bps, and comparable average MOS-LQO values when capacity increases.
The MOS-LQO scores of the proposed method are lower than those of the LPC-based
method; however, the proposed method has better segSNR values. According to the capac-
ity from 1000 bps to 8000 bps, the average MOS-LQO of the proposed method vs. LPC is
better than 4.46, and according to ITU-T [39], the user satisfaction is at the same level when
MOS-LQO is in a range greater than 4.3 for “very satisfied”. All of the MOS-LQO scores are
better than 4.46 for both the proposed method and the LPC-based method, which means
that the proposed method has considerable objective listening quality scores compared to
the LPC-based method. On the other hand, the proposed method has significantly better
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segSNR values than that of the LPC-based method at all capacity levels. According to the
data in Tables 1 and 2, and Figures 9 and 10, the proposed method has a considerable level
of MOS-LQO and better segSNRs than the LPC-based method in general. The reason is
supposed to be that the LPC-based method expands multiple data in the time domain,
while the proposed method modified the data in the high-frequency domain, where the
variation is insensitive for the human auditory system. The difference is difficult to perceive
when MOS-LQO is more than 4.3. Furthermore, since the segSNRs score is calculated by
the differences between the stego data and the original data, our proposed data selected the
coefficients at high frequency for expansion with low amplitude, according to the feather of
intDCT type IV. That is the reason for the advantage of segSNRs for the proposed method.

Table 2. Comparison with the conventional method of quality (average MOS-LQO and segSNR) of
stego data for different capacities using 112 signals (N = 2048).

Capacities MOS-LQO segSNR ([dB])
(bps) LPC [20] Proposed LPC [20] Proposed

1000 4.55 4.55 32.74 39.74
2000 4.55 4.54 27.03 32.93
3000 4.54 4.53 23.80 30.46
4000 4.54 4.52 21.46 29.00
5000 4.53 4.51 19.75 27.81
6000 4.52 4.49 18.13 26.63
7000 4.51 4.46 17.29 25.16
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We also compared with other similar approaches for watermarking using SNR. The work
in [40] proposed a blind audio watermarking algorithm by discrete wavelet transform,
which has a capacity of around 100 bps when SNR = 21 [dB], and the work in [41] proposed
a robust audio watermarking scheme based on fractional Charlier moment transform,
achieving SNR = 32 [dB], with capacity around 500 bps. As a popular criterion, MOS-LQO
scores are used in [42], which refers to a reversible watermarking method based on variable
error expansion of linear prediction applied to G711 µ-law-coded speech signals. The MOS-
LQO is 4.13 for a capacity of 711 bps, 3.44 for 1253 bps, and 2.84 for 1995 bps. Additionally,
as a reference of evaluation criteria, Unoki [43] et al. and [44–46] used perceptual evaluation
of objective difference grades (ODGs), and log spectrum detection (LSD, the smaller, the
better) as the criteria to evaluate the objective audio quality. LSD evaluates signals in
short-term Fourier transforms of the original and watermarked signals. Typically, the LSD
criterion for speech watermarking is less than or equal to 1 [dB]. The work in [46] proposed
a watermarking scheme for tampering detection by modifying the line spectral frequencies
(LSFs). The results showed scores for LSD ≦ 1 [dB] and ODGs ≧ 3.0 (slightly annoying).
The work in [44] also achieved a similar result to [46]. The work in [45] proposed a blind
method with spread spectrum using linear prediction residue, with MOS results located
between 3 and 4, and LSD around 1 [dB], with a bit rate of 16 bps. The works in [44,45]
aimed for irreversible watermarking.

4.5. Computational Cost of Embedding

Since the matrix calculation exists in intDCT, we calculated the computational cost for
embedding. Even though calculation time depends on the computer’s performance and the
programming language for implementation, as a reference, we calculated the computational
cost for embedding 112 data with expanded [9th,16th] blocks and the system configuration
listed in Table 3. The average processing time is approximately 4.884 [s] for speech with an
average length of 10 [s]. This result shows that real-time embedding is possible.

Table 3. System configuration and computational cost.

Configuration Value

OS Windows Vista Business

CPU
Intel Core 2 Quad CPU Q9650

@ 3.00 GHz (©Intel Corporation, Santa Clara, CA, USA)

Memory(RAM) 2 GB

Programming language Matlab

Average time 4.884 s

4.6. Evaluation of Reversibility

We performed experiments to verify the reversibility of the proposed method by
computing the differences between the reconstructed and original data. Data are read in the
time domain as a matrix in GNU Octave version 3.4.2, and subtraction is applied. Different
from the conventional works with semi-reversible or irreversible algorithms, the algorithm
proposed in this work guarantees reversibility by rounding calculation; no data loss occurs
by applying the proposed algorithm if there is no overflow. To examine the reversibility,
we conducted an experiment to calculate the difference between the reconstructed data and
the original data with 112 data. The results indicate that all 112 data resulted in differences
of 0, which verified the proposed work’s reversibility.

4.7. Overflow Analysis with Controllable Location Map When Embedding Data into Music Signals

As shown in Figure 3, using the highest eight blocks as the payload did not cause over-
flow in any of the speech materials. Here, the music signal is another target of tampering
detection [47–49]. Music signals have more variation than speech signals, which may cause
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overflow when all eight blocks are used for the payload [12]. Therefore, we experimented
with embedding data into one to eight blocks at the highest frequency bands and calculated
the probability of overflow of one frame.

We examined six music clips taken from YouTube, as shown in Table 4. Before the
experiment, these music signals were mixed down into a single channel. The frame size of
intDCT was N = 2048, and the number of blocks was M = 16. We changed the number of
embedded blocks Memb, and Mb was set as Mb = M−Memb + 1.

Table 4. Music clips used in the experiment.

Genre Music Clip Name Length (s)

Classic Bach—Fugue G minor BMV 578 194

Classic Beethoven—Moonlight Sonata 900

Jazz Dave Brubeck—Take Five 329

Jazz John Coltrane—Giant Steps 289

Pops Wah Wah World 206

Pops DUNE ft.Miku Hatsune 239

Overflow of the signal depends on the amplitude distribution of the original signal.
Thus, we investigated the effect of original amplitude on the overflow. First, we normalized
the amplitude of all signals so that either the maximum value was 32,767 or the minimum
value was −32,768. After the normalization, we multiplied a coefficient 0.5 ≤ α ≤ 1 by all
samples to control the signal’s amplitude distribution. Finally, we embedded data in one to
eight blocks (1 ≤ Memb ≤ 8) and observed the number of frames where overflow occurred.
Then we divided the number of overflowed frames by the number of all frames to calculate
the probability of overflow of one frame.

Figure 11 shows the experimental result when we changed α and embedded in eight
blocks (Memb = 8). The X-axis is α, and the Y-axis is the probability that a frame overflows.
Note that the Y-axis is a log scale, but the bottom of the axis indicates zero. As shown in
the figure, when we normalize the signal at the −3 [dB] level (α = 0.5), we observe no
overflow at all. When we increase α, the probability increases, and we observe overflowed
frames for all signals when α = 1. The overflow probability of classic and jazz music clips
was lower than that of Pops. This result is caused by not only genre differences but also
differences in music production methods. Classic and Jazz music consists of recordings
of acoustic instruments, while Pops clips are computer-generated signals. Moreover, the
amplitude of the music signals of Pops was almost as large as the maximum throughout of
the signal, probably using a dynamic range compressor [50].

Figure 11. Overflow probability of a frame for music signals with respect to the normalization factor
(Memb = 8).
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Figure 12 shows the overflow probability when we change the number of embedded
blocks (Memb) when α = 0.9. We can see that no overflow occurs when Memb = 1. If we
embed all eight blocks as [12], we cannot avoid overflow, which makes the embedded
signal not reversible. Because our work uses the location map, we can reduce the amount
of embedded blocks when we expect overflow.

Figure 12. Overflow probability of a frame with respect to Memb (α = 0.9).

5. Discussion

Huang et al. [13] explored a target application for tampering detection based on digital
watermarking, showing that a 4000 bps capacity is enough for tampering detection. We
also reserve more capacity until 8000 bps to consider cases that use more information for
verification, such as the combination of hash and sequence numbers. A comparison of
the average MOS-LQO and segSNR scores given capacities that range from 1000 bps to
8000 bps (N = 2048) based on LPC, and the proposed method is plotted in Figures 9 and 10.
According to the results, both methods have MOS-LQO scores better than 4.27, which falls
between “imperceptible” and “perceptible but not annoying”, where distortion is difficult
to distinguish. The proposed method has comparable MOS-LQO values with LPC methods,
and it is inferior when capacity increases to 7000 bps. According to the result shown in
Figure 10, the proposed method had constantly higher segSNR than that of LPC, with the
best average of 39.74 [dB] and the worst average of 22.23 [dB], which promises clear audio
quality. There was no overlap between these two methods regarding segSNR, which means
that the proposed method achieved a smaller difference between the stego and original
data in the time domain.

6. Conclusions

This paper proposed and implemented a reversible watermarking method based
on coefficient expansion transformed by modified integer DCT. Suitable coefficients are
explored according to the audio feature. We evaluated this scheme by audio quality
according to different frame lengths and capacities. We also objectively compared this to
the LPC-based method regarding audio quality, possibility of overflow, and computational
cost. An average of 4.41 (capacity = 8000 bps, and frame length N = 2048) for MOS-
LQO is achieved for the proposed method, while MOS-LQO is 4.5 for the LPC method.
Experimental results show that the proposed method has MOS-LQO scores comparable
to those of the LPC method. An average value of 23.31 [dB] for segSNR out of 112 data
is achieved for the proposed method, while segSNR is 16.22 [dB] for the LPC method.
Furthermore, segSNR are better when frame length N = 512 with 22.23 [dB] (proposed) vs.
16.04 [dB] (LPC), and when frame length N = 1024) with 22.99 [dB] (proposed) vs. 16.11
[dB] (LPC). According to the results in Tables 1 and 2, the proposed method has notably
better segSNR scores to achieve imperceptibility in the time domain and a lower possibility
of overflow.
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Due to the concentration of hiding locations in the high-frequency band, there is a risk
that the hiding positions may be detected according to the borderline by spectrum analysis.
To protect the hiding locations and achieve better audio quality, a more sophisticated algo-
rithm is to be proposed for exploring adaptive hiding locations with distortion estimation.

Supplementary Materials: The following supporting information can be downloaded at: https://
www.mdpi.com/article/10.3390/app14072757/s1, original audio: Ja_m5.wav; stego audio: Ja_m5_9-
16.wav.
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