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Abstract: Quantitative PCR is a molecular technique for DNA quantification that depends on
reaction efficiency and the Ct value (“cycle threshold”). However, the results are dependent on
laboratory conditions and mathematical approaches. Thus, the data of 16 genes from Pseudomonas
aeruginosa strain AG1 were generated using qPCR to assess the effect of DNA concentration and
three mathematical methods (a standard curve and two individual-curve-based approaches called
exponential and sigmoidal models) on efficiency and DNA quantification. Differences in efficiency
were revealed depending on the mathematical method used; the values were 100% in three out of
the four standard curves, but estimations of the expected fold change in DNA serial dilutions were
not achieved, indicating the possible overestimation of efficiency. Moreover, when efficiency was
compared to DNA concentration, a decreasing trend in efficiency as DNA concentration increased in
the reaction was observed in most cases, which is probably related to PCR inhibitors. For all 16 genes
at a single DNA concentration, the efficiencies for the exponential model were found in the range of
1.5–2.79 (50–79%), and for the sigmoidal approach, the range was 1.52–1.75 (52–75%), with similar
impact on normalized expression values, as indicated by the genes for standard curves. Jointly, DNA
concentration and mathematical model choice were demonstrated to impact the estimation of reaction
efficiency and, subsequently, DNA quantification when using qPCR.
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1. Introduction

Quantitative polymerase chain reaction (qPCR) is a technique that amplifies and
estimates the concentration of a DNA amplicon after each amplification cycle [1]. qPCR is
considered the gold standard in the field of relative nucleic acid measurements [2]. This
highly sensitive method is frequently used as an analytical tool with biological and clinical
applications. Despite the use of qPCR for more than 30 years since it was invented [3], there
are different mathematical approaches to model amplification curves, efficiency, and DNA
concentration estimation [2,4]. Many methods exist and have already been benchmarked
in a previous work [5], but classic approaches based on standard curve, exponential, and
sigmoidal models are frequently used in several applications.

As shown in Figure 1A, a classical model of DNA amplification by PCR is represented
by a curve after plotting the number of reaction cycles (x-axis) versus fluorescence signal
(Rn) accumulation (y-axis) [6]. During the first amplification cycles, the low amounts
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of produced amplicon cannot be detected (the fluorescence signal is below the limit of
detection). This is called the baseline phase. Then, an exponential increase is observed, in
which a maximum production rate is achieved. Finally, a post-exponential (also known as
the plateau) phase is established when the product is no longer produced [4].
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quently used for quantitation purposes, either absolute or relative [6]. 

Classically, an efficiency value (theoretically ranged from 0–100% or equivalently 
ranged from 1–2 for form 1 + E) can be estimated from a standard curve, in which serial 
dilutions of known concentrations of DNA are used to estimate Ct values [2].  

Then, a plot of the logarithm of concentrations (x-axis) and Ct values (y-axis) is es-
tablished to perform a linear regression (Figure 1B), and by using the slope of the regres-
sion, the efficiency is then estimated as in [8]:  

E = 10−1/slope − 1 (1)

Alternatively, a specific efficiency for each amplification curve can be obtained indi-
vidually (from now on, we refer to this as “individual-curve-based” approaches) by con-
sidering exponential or sigmoidal methods [9]. For the first case, the exponential phase of 
the amplification curve (signal Rn) can be represented as an exponential function of the 
initial DNA quantity (baseline signal R0), amplification cycle, n, and the efficiency, E, to 
produce an Rn signal:  

Figure 1. Experimental qPCR data and mathematical methods to model amplification and reaction
efficiency. Gene proC was used as an example including five DNA concentrations as templates
(a single replicate is shown) for amplification (A), to establish calibration curve (B). Model fitting
for a specific concentration by exponential (C) and sigmoidal (D) methods are shown, including the
points (a) and (b) to determine efficiency (see text). Rn: fluorescence signal; Ct: cycle threshold.

The efficiency (E) of a PCR is defined as the fraction of target molecules that are
copied in one PCR cycle [7]. After the assay is finished, calculations of the Ct values
(“cycle threshold” is the number of cycles required to reach the arbitrary threshold of
the fluorescence signal) are performed at the beginning of the exponential phase and are
subsequently used for quantitation purposes, either absolute or relative [6].

Classically, an efficiency value (theoretically ranged from 0–100% or equivalently
ranged from 1–2 for form 1 + E) can be estimated from a standard curve, in which serial
dilutions of known concentrations of DNA are used to estimate Ct values [2].

Then, a plot of the logarithm of concentrations (x-axis) and Ct values (y-axis) is
established to perform a linear regression (Figure 1B), and by using the slope of the
regression, the efficiency is then estimated as in [8]:

E = 10−1/slope − 1 (1)

Alternatively, a specific efficiency for each amplification curve can be obtained in-
dividually (from now on, we refer to this as “individual-curve-based” approaches) by
considering exponential or sigmoidal methods [9]. For the first case, the exponential phase
of the amplification curve (signal Rn) can be represented as an exponential function of the
initial DNA quantity (baseline signal R0), amplification cycle, n, and the efficiency, E, to
produce an Rn signal:

Rn = Ro · (1 + E)n (2)

In contrast, under the sigmoidal method, the entire amplification curve (all phases)
can be modeled. In this case, the function requires maximum, Rmax, and minimum, Rmin,



DNA 2024, 4 191

signals, a cycle, n1/2, in which half of Rmax is achieved, and the slope, k, in a quasi-linear
part of the amplification [9,10]:

Rn =
(Rmax − Rmin)

1 + e
−(x−n 1

2
)

k

+ Rmin (3)

For individual curves, modelling can be carried out by optimizing parameters to
reduce the differences between the observed values (Rn signal in each cycle) and the
modeled values. Then, for specific cycles a and b, efficiency can also be calculated [11]:

E =

(
Rn,a

Rn,b

) 1
Ca−Cb

(4)

For normalization, a fold change or ratio is established between two experimental
conditions, as detailed mathematically in several studies by Pfaffl et al. [8,12,13]. In this
context, the use of a reference gene with “stable expression” (biologically known as a
housekeeping gene) is critical to normalizing the values of a gene of interest (target). In
this case, the initial values for target and reference genes are divided to estimate the ratio,
r = R0,T/R0,R, or normalized values. After the isolation of value R0 in Equation (2), and
considering that the threshold value is obtained for Rn when n = Ct with specific efficiencies
for each gene, the normalization is

rnormalized =
R0,T

R0,R
=

Rthreshold ·
(
1 + ETarget

)−CtTarget

Rthreshold ·
(

1 + ERe f erence

)−CtRe f erence
=

(1 + ET)
−CtT

(1 + ER)
−CtR

(5)

This normalization can be applied to two different conditions, such as experimental
and control, and subsequently, the fold change (FC) as the ratio between normalized values,
FC = rexperiment/rcontrol, can be obtained.

From Equation (5), when an efficiency of 100% is assumed, the normalization corre-
sponds to the classical 2-delta-Ct for differential expression analysis [14]. Theoretically,
in this later case of E = 1, the DNA quantity will double in each cycle. Nonetheless, PCR
efficiency usually reaches 65–90% due to, for example, differences in reaction inhibitors,
enzymes, primers, and probes [2,6,15]. Thus, this scenario shows that efficiency calculation
is not straightforward, and different parameters and mathematical models can impact the
results of the gene expression estimations. In this sense, this is particularly critical due to
the exponential nature of PCR, in which the reaction efficiency can have dramatic effects
on quantitative determinations [2].

Here, we benchmarked different conditions to estimate efficiency for qPCR, including
DNA concentration, amplicon length and mathematical models based on the standard
curve and exponential and sigmoidal methods, as well as the ideal case 2-delta-Ct for
normalizations. For this, qPCR data from a biological model were used. A total of 16
genes were selected from Pseudomonas aeruginosa AG1 [16]. These genes are related to the
response to perturbations and are part of previous and further studies to gain biological
insights into their regulation at the transcriptomic level [17–19].

Jointly, the study aimed to assess the effect of mathematical methods (in silico con-
ditions) and experimental conditions on the quantification of qPCR efficiency using data
from a prokaryotic model.

2. Materials and Methods
2.1. Biological Model and Experimental Analyses

The prokaryotic model Pseudomonas aeruginosa AG1 was used to generate qPCR
data. A total of 16 genes found in the assembled genome [20] were considered for
primer design and DNA quantification. The primers were designed using Primer-BLAST
(https://www.ncbi.nlm.nih.gov/tools/primer-blast/, accessed on 14 January 2020) and

https://www.ncbi.nlm.nih.gov/tools/primer-blast/
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were synthesized by Macrogen Inc. (Seoul, Republic of Korea). Details of the primers and
amplicon size are presented in Table 1.

Table 1. List of primers for qPCR assays of 16 genes in the bacterial model.

Gene Concentration
(uM) Primer Name Sequence 5′ → 3′ Amplicon Size

IMP-18
Imipenemase MBL 1

IMP-F GAATAG(A/G)(A/G)TGGCTTAA(C/T)TCTC 188 bpIMP-R CCAAAC(C/T)ACTA(G/C)GTTATC

VIM-2
Verona integron–encoded MBL 1

VIM2-F CCGCGTCTATCATGGCTATT 181 bpVIM2-R ATGAGACCATTGGACGGGTA

rpoD
RNA polymerase sigma factor 1

rpoD-F GGGCGAAGAAGGAAATGGTC 178 pbrpoD-R CAGGTGGCGTAGGTGGAGAA

proC
Pyrroline-5-carboxylate reductase 1

proC-F CAGGCCGGGCAGTTGCTGTC 190 pbproC-R GGTCAGGCGCGAGGCTGTCT

gcdH
Glutaryl-CoA dehydrogenase 1

gcdH-F ATGTGGATCACCAACAGCCC 153 pbgcdH-R TCTCTTCCGGAACGAACACG

dhcA
Dehydrocarnitine CoA transferase 1

gcdH-F ATTCCCGAGAACCTGATCGC 180 pbgcdH-R GTTCTCGCCGACATAGGAGG

braZ
branched-chain AA transporter 1

braZ-F TGCCTACGTGCAACATACCT 184 pbbraZ-R ACGATGAAGGAGAACCCTGC

PrtN
Transcription regulatory protein 0.1

PrtN-F GGAAAACTTCAGCAAGGCCC 170 pbPrtN-R TCAGGATGCGATGCTGTCA

pyoS5
Pyocin S5 0.1

pyoS5-F GCCAGCCTGTACCAAGAGTT 170 pbpyoS5-R ATTACCAGTGCGAACCCCAG

prtR
HTH-type transcriptional regulator 0.1

prtR-F CCGCTGTACAAGGAAGTGGA 186 pbprtR-R ATGATCAGCGGTTCCATGCT

rpoS
RNA polymerase sigma factor 1

rpoS-F TGGTCAAGGAGCTCAACGTC 172 pbrpoS-R GACGTCTACCGAAGTCACCC

lexA
SOS repressor protein 0.1

lexA-F TCCCGCCTTCTTCAATCCTC 199 pblexA-R GAAGCGTTTCACCGTGACCT

recA
Recombinase A 1

recA-F GAGATCGAAGGCGAGATGGG 197 pbrecA-R AGGCGTAGAACTTCAGTGCG

recN
DNA repair protein RecN 0.1

recN-F GTGGAAATGTGCAGCGAGAG 155 pbrecN-R TTGGGATCGGCATCGAAGTG

sulA
Cell division inhibitor 1

sulA-F GAGGAACCCGCTGCCTTTAG 153 pbsulA-R AGCCATTCATGGGTCAGGC

lpxA
Acetylglucosamine acyltransferase 1

lpxA-F AAGCACAACCGCATCTACCA 197 pblpxA-R ATGTGCGCATAGGCCATGAT

The standardization of qPCR assays for three genes corresponding to two metallo-β-
lactamases alleles (VIM-2 and IMP-18) and rpoD as a reference gene [21] are reported in a
previous study [19]. For the other 13 genes (proC, gcdH, dhcA, braZ, PrtN, pyoS5, prtR, rpoS,
lexA, recA, recN, sulA, and lpxA), a qPCR protocol was standardized at the experimental
level. DNA was isolated from a bacterial culture using the QIAGEN DNeasy Kit (QIAGEN,
UK). A single DNA extract was considered for all assays, including dilutions. The reactions
were prepared with 12.5 µL of SYBR green Master Mix (Thermo Scientific™ Inc., Carlsbad,
CA, USA), 10 µL of PCR-grade water, 0.25 µL of each primer (concentrations in Table 1), and
2 µL of DNA. A StepOnePlus Real-Time PCR System (Thermo Scientific™, Inc.) was used
for thermocycling. The conditions were denaturation at 95 ◦C (5 min) and 35 amplification
cycles of 95 ◦C (20 s), 60 ◦C (20 s), and 72 ◦C (30 s), with data acquisition at 72 ◦C. For the
melting curve, the range of 60–95 ◦C (increment: 0.03%) was established to detect non-
specific amplicons. After establishing the appropriate experimental conditions, definitive
assays with all genes were performed. For all genes but VIM-2 and IMP-18, quantification
was performed with a single DNA concentration of 10 ng/µL, including proC as a reference
gene [21,22]. For genes VIM-2, IMP-18, rpoD, and proC, five DNA concentrations, with serial
dilutions (diluent: PCR-grade water) from the highest concentration to obtain 0.01, 0.1, 1,
10, and 100 ng/µL, were used to generate calibration curves (Table 2). Three replicates were
considered for each concentration. DNA quantification was performed using NanoDrop
equipment (Thermo Scientific™ Inc.).
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Table 2. Comparison of different mathematical methods for efficiency estimation and normalization in qPCR assays.

GENE Conditions Efficiency by Approach
(Estimated by Amplification Rate) Normalization by Mathematical Approach *

Gene
Type

Gene
Name

Amplicon
Size (bp)

[DNA]
(ng/µL) Ct Standard

Curve **
Exponential

Method
Sigmoidal

Method
Condition for Normalization:

Name and [DNA]

Used Efficiency for Normalization
CV

2-delta-Ct Standard Curve Exponential Method Sigmoidal Method

Ta
rg

et
ge

ne
s

(g
en

e
of

in
te

re
st

)*
**

IMP-
18 188

0.01 24.73

2.00

2.25 1.88 proC-0.01 1.2924 1.2924 0.0007 0.0115 114.4
0.1 21.26 2.25 1.73 proC-0.1 1.4948 1.4948 0.0015 0.0832 109.2
1 17.92 2.19 1.60 proC-1 1.5764 1.5764 0.0060 0.3107 95.5

10 15.01 2.05 1.56 proC-10 1.6320 1.6320 0.0228 0.3954 90.8
100 12.64 1.55 1.34 proC-100 1.0305 1.0305 0.1848 0.6731 54.9

VIM-2 181

0.01 26.17

1.90

2.04 2.03 proC-0.01 0.4752 1.8191 0.0028 0.0006 149.6
0.1 22.71 2.27 2.10 proC-0.1 0.5459 1.7501 0.0004 0.0005 143.7
1 19.02 2.12 1.86 proC-1 0.7354 1.9509 0.0048 0.0100 135.8

10 15.70 1.87 1.71 proC-10 1.0116 2.2634 0.0563 0.0700 122.6
100 12.90 1.50 1.43 proC-100 0.8606 1.6678 0.2515 0.2705 87.4

rpoD 178

0.01 24.96

2.00

2.43 2.24 proC-0.01 1.10 1.10 0.0001 0.0001 115.45
0.1 21.89 2.34 2.08 proC-0.1 0.97 0.97 0.0004 0.0011 115.30
1 18.30 2.55 1.76 proC-1 1.2086 1.2086 0.0003 0.0426 111.5

10 15.84 2.57 1.73 proC-10 0.9181 0.9181 0.0003 0.0505 109.3
100 12.70 1.63 1.43 proC-100 0.9908 0.9908 0.0969 0.3081 77.6

braZ 184 10 21.00 - 1.70 1.67

proC-10 *

0.0115 - 0.0070 0.0112 25.7
dhcA 180 10 15.32 - 1.62 1.61 0.5905 - 0.3118 0.3374 37.3
gcdH 153 10 17.00 - 1.71 1.65 0.1836 - 0.0523 0.0977 60.0
lpxA 197 10 18.00 - 1.68 1.65 0.0918 - 0.0432 0.0615 37.5
lexA 199 10 19.02 - 1.71 1.69 0.0454 - 0.0183 0.0240 48.9
PrtN 170 10 23.03 - 1.60 1.57 0.0028 - 0.0093 0.0155 69.1
prtR 186 10 14.96 - 1.71 1.67 0.7552 - 0.1702 0.2295 83.6

pyoS5 170 10 16.35 - 1.79 1.75 0.2888 - 0.0377 0.0555 110.0
recA 197 10 10.61 - 1.50 1.52 15.4015 - 6.5567 5.9561 56.8
recN 155 10 15.97 - 1.68 1.64 0.3750 - 0.1260 0.1927 55.8
rpoD 178 10 14.69 - 1.79 1.74 0.9086 - 0.0983 0.1544 116.9
rpoS 172 10 17.52 - 1.73 1.73 0.1278 - 0.0336 0.0354 82.1
sulA 153 10 15.97 - 1.69 1.65 0.3750 - 0.1193 0.1686 61.4

R
ef

er
en

ce
ge

ne

proC 190

0.01 25.10

2.00

1.66 1.56 proC-0.01 1 1 1 1 0.0
0.1 21.84 1.63 1.52 proC-0.1 1 1 1 1 0.0
1 18.58 1.62 1.48 proC-1 1 1 1 1 0.0

10 15.72 1.56 1.44 proC-10 1 1 1 1 0.0
100 12.68 1.36 1.30 proC-100 1 1 1 1 0.0

proC * 190 10 14.56 - 1.53 1.53 proC-10 * 1 - 1 1 0.0

St
at

is
ti

cs
by

co
lu

m
n

Min 153 0.01 10.61 1.90 1.36 1.30 - 0.0028 0.9181 0.0001 0.0001 0.0

Max 199 100 26.17 2.00 2.57 2.24 - 15.4015 2.2634 6.5567 5.9561 149.6

Mean 178.3 17.2 17.93 1.98 1.85 1.67 - 1.2058 1.3331 0.4180 0.4579 72.9

* Normalization was undertaken using gene proC by considering the same experiment, in which target genes were quantified at the same DNA concentration. Two independent assays
for proC with [DNA] = 10 ng/µL were performed, one inside the standard curves and another with the other genes at a single concentration. ** Values with “-” indicate that no standard
curve was available. *** For standard curves, a single replicate (median) is reported in the table, but all replicates were considered for the parameter estimation. Abbreviations: [DNA]:
DNA concentration; CV: coefficient of variation (among values using different approaches).
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2.2. Estimation of qPCR Efficiency Using Different Mathematical Models
2.2.1. Calibration or Standard Curves

Four calibration curves were established for gene IMP-18, VIM-2, proC, and rpoD.
Efficiency was estimated using Equation (1) (Figure 1B).

2.2.2. Individual-Curve-Based Approaches (Exponential and Sigmoidal Methods)

By using the Ct values obtained in each cycle for each assay, the efficiency values were
obtained using the exponential and sigmoidal methods (Figure 1C,D). Equations (2) and (3)
were used as mathematical models to fit the experimental curves using GraphPad Prism
(version 5.03, GraphPad Software, San Diego, CA, USA), in which parameter optimization
was implemented to minimize the error between the function and the actual data of the
qPCR amplification curve (i.e., until the curve fit the experimental data). For example,
Figure 1C,D show the actual parameter fitting for the proC gene when [DNA] = 0.1 ng/µL
for the exponential and sigmoidal methods. Similarly, a total of 91 qPCR assays were
individually fitted by using both individual-curve-based approaches. After parameter
optimization, curves were used to estimate efficiency with the cycles around the Ct value
of Equation (4) (for example, proC gene with [DNA] = 0.1 ng/µL had Ct = 21.84, so cycles
a = 21 and b = 22 were used to estimate efficiency; see Figure 1C,D).

2.3. Comparison of Mathematical Approaches for the Estimation of qPCR Efficiency

Replicates used in the standard curves for each gene (IMP-18, VIM-2, proC, and rpoD)
were used to assess the effect of DNA concentration on PCR efficiency. A Kruskal-Wallis test
(95% confidence, after validation of assumptions) was implemented to determine if there
was a significant difference between the template concentration and the efficiency among
the different mathematical methods. In a second analysis, data for all the 16 genes (same
DNA concentration) were used to compare amplicon size and PCR efficiency estimated by
each individual-curve-based approach (95% confidence, using linear regression test).

2.4. Fold Change between Points of the Standard Curve

Finally, by using the Ct values obtained from the standard curves and efficiency values
per DNA concentration, the fold was calculated against the lower concentration, 0.01 ng/µL.
Due to the nature of the standard curve, in which decimal dilutions were made, expected
folds of 1, 10, 100, 1000, and 10,000 were compared to the calculated values from the
different approaches for estimating qPCR efficiency. The ideal theoretical case with 100%
(E = 2) was included as part of the 2-delta-Ct approach. The calculations were derived from
Equation (5), including a normalization using the reference gene proC at the same DNA
concentration, as per Equation (5). Because rpoD was also used for normalization [21–23], a
preliminary analysis demonstrated lower variability for proC compared to rpoD.

3. Results

In order to assess the effect of mathematical methods and other parameters on the
quantification of the efficiency of qPCR reactions, data from P. aeruginosa AG1 were used.

For the calculation of qPCR efficiency using the standard curve method, standard
curves with five 10-fold dilutions (triplicates) were obtained for each of the following genes:
IMP-18, VIM-2, proC, and rpoD. Table 2 shows that a consensus E value was obtained for
each gene (using Equation (1)). For three out of the four genes, the efficiency value was 2
(i.e., 100%, with R-square values of >98.7%), whereas for VIM-2, the value was 1.9 (90%;
R-square: 99.5%). In the case of the individual-curve-based approaches using the same
data as above, diverse E values were obtained. For the exponential method, the values
ranged between 1.36 and 2.57, while a range of E = 1.30–2.24 was found for all cases using
the sigmoidal method, with a relevant number of cases higher than the expected maximum
value of 2 for both approaches.

For each assay (any row in Table 2), the efficiency and normalized data are dependent
on the mathematical model. For example, for VIM-2 with [DNA] = 100 ng/µL, the efficiency



DNA 2024, 4 195

values were 1.90 under the standard curve, 1.50 for the exponential method, and 1.43 for
the sigmoidal method. When the expression is calculated and normalized according to
proC at [DNA] = 100 ng/µL, the values resulted in a high variation, with a coefficient of
variation (CV) of CV = 87.4 obtained from normalized expression values of 0.8606, 1.6678,
0.2515, and 0.2705 for the 2-delta-Ct, standard curve, exponential, and sigmoidal methods,
respectively. Similar patterns were found for all other genes.

When efficiency is compared to DNA concentration (Figure 2), the pattern suggests
that reaction efficiency is influenced by the concentration despite maintaining the same
amplification conditions for the same gene. A decreasing trend in efficiency can be observed
in most cases as DNA concentration increased in the reaction.
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Figure 2. Assessment of qPCR reaction efficiency with DNA concentration for four genes and two
individual-curve-based mathematical models, for genes IMP-18, VIM-2, proC, and rpoD.

This phenomenon is observed for the four genes using specific-curve-based approaches
when using either an exponential or sigmoidal method, with statistical support (p < 0.05) in
all cases except for the rpoD gene in the exponential method. For the other qPCR data at a
single DNA concentration, efficiencies for the exponential model were found in the range
of 1.50–1.79, while the range was 1.52–1.75 for the sigmoidal approach. For these cases, we
also compared efficiency and the amplicon size (Figure 3), in which a stability of efficiency
is observed when size varies in the range of 150–200 bp (p > 0.05).

The estimated fold-change among samples with different DNA concentrations was
computed with respect to the lower concentration (0.01 ng/µL). The expected values
were compared to the predicted values according to the Ct and efficiency values for each
mathematical approach. As shown in Table 3, in the theoretical case of 100% efficiency
being assumed (2-delta-Ct) or predicted by the standard curve (for all genes but VIM-2),
the calculations do not achieve the expected value of the fold and are critical to higher
concentrations. For example, for the case of 100 ng/µL (10,000 times the concentration of
0.01 ng/µL), an efficiency of 100% predicts a 5000-fold change after calculations for genes
IMP-18, proC, and rpoD. In contrast, when efficiency was 90% (1.9 for VIM-2), the same case
provides a fold change of 9878×.
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Table 3. Comparison of the expected and predicted fold change among qPCR assays based on serial
dilutions.
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[DNA]
(ng/µL) Ct Value

Efficiency Estimation Fold Respect to the Lower Concentration 0.01 ng/µL
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(Ideal)

Standard
Curve

Exponential
Method

Sigmoidal
Method

Expected
Fold
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Exponential
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Sigmoidal
Method

IMP-18

0.01 24.7 2.00

2.00

2.25 1.88 1 1 1 1 1
0.1 21.3 2.00 2.25 1.73 10 11 11 17 51
1 17.9 2.00 2.19 1.60 100 112 112 400 1343
10 15.0 2.00 2.05 1.56 1000 841 841 10,754 7617

100 12.6 2.00 1.55 1.34 10,000 4350 4350 1,927,012 142,801

VIM-2

0.01 26.2 2.00

1.90

2.04 2.03 1 1 1 1 1
0.1 22.7 2.00 2.27 2.10 10 11 9 1 5
1 19.0 2.00 2.12 1.86 100 142 98 79 807
10 15.7 2.00 1.87 1.71 1000 1418 829 6667 25,206

100 12.9 2.00 1.50 1.43 10,000 9878 5001 657,580 1,072,315

proC

0.01 25.1 2.00

2.00

1.66 1.56 1 1 1 1 1
0.1 21.8 2.00 1.63 1.52 10 10 10 8 7
1 18.6 2.00 1.62 1.48 100 92 92 47 50
10 15.7 2.00 1.56 1.44 1000 666 666 336 222

100 12.7 2.00 1.36 1.30 10,000 5455 5455 7431 2449

rpoD

0.01 25.0 2.00

2.00

2.43 2.24 1 1 1 1 1
0.1 21.9 2.00 2.34 2.08 10 8 8 35 64
1 18.3 2.00 2.55 1.76 100 101 101 151 17,313
10 15.8 2.00 2.57 1.73 1000 556 556 1373 91,637

100 12.7 2.00 1.63 1.43 10,000 4916 4916 8,432,780 6,151,794

For the individual-curve-based approaches, both the exponential and sigmoidal meth-
ods are greatly impacted by calculations using non-ideal efficiencies. Very extreme values
out of the expected folds are found mainly for samples in which the concentration is
increased, including log variations. For example, for the case of 1 ng/µL (100 times the
concentration of 0.01 ng/µL) for IMP-18, using specific efficiencies predicts a fold change
of 400× under an exponential method, which is in contrast to 1343× using the sigmoidal
approach. More extreme values are found for the rpoD gene at the same point, in which the
exponential approach predicted ~151× in the exponential method and ~17,000× using the
sigmoidal approach when 100× is expected.

4. Discussion

Amplification curves in qPCR can be modeled using mathematical approaches to
estimate reaction efficiency [24]. In this study, the data of 16 genes from the strain P.
aeruginosa AG1 were quantified using qPCR at specific DNA concentrations. Reaction
efficiency was estimated using the standard curve and two individual-curve-based ap-
proaches: exponential and sigmoidal. The models showed differences in accuracy and
reproducibility in efficiency estimation. This represents a critical issue due to a key point
in qPCR: accurate quantitation requires that all samples have equal amplification effi-
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ciency [15] or when considering the limitations of specific assay and statistical parameters
when interpreting results.

Notwithstanding the fact that an “ideal value” of 100% efficiency (E = 2) was achieved
by almost all standard curves, the mathematical calculations demonstrated that it is not
possible to obtain the expected folds of DNA concentrations (with respect to the lower
concentration), as evidenced in Table 3. This indicates a possible overestimation of the
efficiency using serial dilutions. This comparison was inspired by previous work [11], in
which the theoretical foundations demonstrated the reliability of dilutions to predict folds.
In our model, this was not achieved, but we used specific Ct data for each condition of
the reference gene, which is different from previous work, which used a unique Ct for
all dilutions.

For the case of the dilutions in the current study, due to the calculations being based
only on efficiency and Ct values, where efficiency is assumed to be perfect, the critical
parameter is the Ct value. More precisely, the delta-Ct value between samples (serial
dilutions) alters the calculated fold. Thus, the real delta-Ct is affected by the kinetics
of the qPCR assay [11]. This influences subsequent calculations of the fold and, more
importantly, normalizations due to inaccurate Ct values when assuming perfect efficiency.
These discordances are like those of other studies, in which up to 42.5% of uncertainty
could be found for efficiency estimations using standard curves (in this case, using only
one replicate) [7].

Regarding efficiency under individual-curve-based approaches, the efficiency values
resulted in variable and lower-than-ideal values when using the sigmoidal method, with
an average value of 1.67 (with scarce values with E > 2) for all genes. However, with an
average efficiency of 1.85, several values with E > 2 were reported for the exponential
model. In both cases, the mean values do not achieve the recommended values of 90%
(E = 1.9) [7]. In practice, as in our study with the individual methods, the efficiencies
obtained from experimental qPCR assays are often considerably less than 100% and are
often not equal between individual samples [24]. In the case of the expected efficiency,
dramatic values were obtained, with predictions that can be considered not theoretically
reasonable. As studied before in [2], this is explained by the nature of an exponential model,
in which small changes in the input imply a great impact on the calculations of the output.
In another study, it was found that a difference of 4% in efficiency could translate into a
400% error in DNA quantification [25]. If assumptions of perfect efficiency are not satisfied,
the reliability of quantitation is lost [24]. Some of the sources of variation in efficiency
estimation are related to the number of replicates in standard curves (at least three replicates
are recommended for concentration), the instruments, and the sample volumes [7].

In addition, because efficiency calculations are based on different mathematical models
in particular contexts, interpretations can be quite different. For example, in the context
of a standard curve, efficiency reflects an average value across various dilution levels.
In contrast, within a specific curve-fitting model, efficiency represents a model-based
estimate of the amplification rate over the PCR cycles. Another consideration concerns any
differences in product size among the amplification curve and its effect on the mathematical
approach, as was previously reported [26]. Long products dominate the first PCR cycles
(where Ct is calculated), which is unlike short products that are found at the exponential
phase. Thus, efficiency values for standard curves and individual approaches deal with
experimental differences that affect their approximations.

Based on these results and mainly considering DNA concentration folds, it seems
reasonable to follow the current instructions of the Minimum Information for publication
of Quantitative real-time PCR Experiments (MIQE) guidelines, which has recommended
the standard curve as the method of choice for the estimation of qPCR efficiency since
2009 [27]. Other methods, such as the individual-curve-based approaches, are suggested as
complementary options to quantify DNA, although different authors have several opinions.
The standard curve remains the most reliable and robust approach to estimating PCR
assay efficiency and is broadly accepted by the scientific community according to current
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agreements [7,27]. However, the standard curve has the requirement of several replicates
in each concentration to report confident results, including the subsequent drawbacks of
being time-consuming and highly expensive [28]. Methods using individual amplification
curves are reported to give more confidence in estimating efficiency in each reaction and
require reduced workloads and costs; however, as was found in this study, the results can
be greatly impacted by this method.

In addition, based on the appropriate selection of a specific mathematical method
depending on the experimental design for particular contexts [29], some scenarios make
sigmoidal and exponential methods candidates for implementation. For example, when
an RNA source is scarce (by degradation or during the intracellular cycle of a pathogen,
for example), transcript quantification can benefit from the use of the individual-curve
methods without the need for large amounts of copy-DNA for building standard curves.

On the other hand, regarding DNA concentration, it was evidenced that efficiency is
negatively related to DNA concentration. This phenomenon was also found in another
study, in which efficiencies systematically tended to increase as DNA serial dilutions were
made [25]. A plausible explanation of the dilutional effect is related to PCR inhibitors, which
are also diluted with the DNA. PCR inhibitors may affect qPCR assays via different mech-
anisms, such as disturbing the annealing of primers, affecting DNA polymerase activity,
or impairing fluorescence detection [30]. Inhibitors from source samples or contamination
with chemical compounds (salts, phenol, chloroform, heparin, and/or ethanol) in previous
steps, including DNA extraction in our case, result in a lower-than-expected efficiency [25].
The application of strategies to purify DNA and eliminate interferences is suggested (but
not considered in the protocols presented here). In addition, other explanations of the occur-
rence of this pattern can be a product of enzyme kinetics—in which substrate concentration
can have effects on qPCR efficiency—or the effect of reduced priming accuracy events from
an excess of genomic DNA (for example, primer annealing at similar but not identical
primer-binding sites along the genome) [31]. In the case of amplicon length, which ranged
150–200 bp for all 16 genes, the association was discarded between size and efficiency using
individual-curve methods. This is in line with the previous recommendations in which
amplicons length <200 bp are suggested [31].

Other experimental conditions can impact qPCR reactions and subsequent analyses,
including primer design [32], template quality [25], enzymes (DNA polymerase types and
conditions) [33], other reaction components [24], cycling conditions [34], sample handling
and pipetting errors, reference genes for normalization [35], and others. Jointly, these
parameters will be considered as part of further assays using bacterial models in a more
biological context, including the quantification of determinants that we have previously
found in the perturbome [17], the SOS response [36], or the response to ciprofloxacin [18]
in P. aeruginosa AG1.

5. Conclusions

In conclusion, qPCR performance is dependent on experimental conditions and math-
ematical models, as we demonstrated by using 16 different genes for a prokaryotic model,
comparing DNA concentration, amplicon length, and three mathematical approaches to
assess reaction efficiency. This is critical because it can impact the estimation of DNA concen-
tration and the confidence of qPCR results in different scientific and professional settings.
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